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Preface

It  is  a  great  pleasure  to  present  you ADVANCE’2021:  the  9th  International  Workshop on
ADVANCEs in ICT INfrastructures and Services. This year 2021, it was planned to be held in

Zaragoza  (Spain),  but,  unfortunately,  due  to  the  world  pandemic,  it  was  celebrated  online.
Perhaps, more than ever, ICT technologies need to play a key role in our societies, as the virus

is  dramatically  limiting  our  social  face-to-face  interactions,  we  need  communication
technologies  to  help  mitigate  our  constraints,  but  also  current  advances  in  networking,

distributed  services  and  distributed  infrastructures  can  also  significantly  help  manage  the
sanitary conditions. ADVANCE represents,  therefore, a fantastic forum for discussion about

how current ICT technologies and their research trends should evolve to meet our current and
future emergency needs in the ICT domain.

The focus of the ADVANCE series of workshops is to provide a forum for the publication,

presentation  and  discussion  of  relevant  efforts  of  the  worldwide  scientific  community,
practitioners, researchers, engineers from both academia and industry on the latest theoretical

and technological advances in ICT. After the successful organization of the 1st ADVANCE
workshop in 2012 in Canoa Quebrada (Brazil) with the support of IFCE Aracati, the 2nd edition

was held in the city of Morro de Sao Paulo (Brazil). In 2013, with the support of IFCE, the 3rd
edition was held in Miami (USA). In 2014, with the support of IFU, the 4th edition was held in

Recife (Brazil). In 2015, with the support of UFPE, the 5th edition was held in the city of Evry
Val d’Essonne (France). In 2017, with the support of UEVE/Paris Saclay, the 6th edition of the

workshop was held in the beautiful city of Santiago de Chile (Chile), with the support of the
Universidad De Chile (UC). The 7th edition was held in Cape Verde Islands with the support of

the Universidad de Cabo Verde. In 2020, the 8th edition is being held in the city of Cancun
(Mexico) with the support of the Universidad del Caribe and the Universidad Autonoma de

Yucatan. Finally, this year 2021, is being held online, with the support of the University of
Zaragoza (Spain) and University College Cork (Ireland).

ADVANCE’2021 consists of two main sessions, with two Invited Talks. The technical sessions

are addressing currently hot topics, including Service Oriented Computing, Smart Cities, Smart
Contracts,  Block-Chain  technologies  and  e-Health,  Internet  of  Things  and  Cloud  &  Fog

computing, and Software Defined Networking (SDN). The 2 Technical Sessions consist of 4
full papers and 4 short papers. The first invited talk about “Artificial Intelligence at the Edge of

the Cloud” is given by the invited speaker Prof. Omer F. Rana from Cardiff University (United
Kingdom). The second invited talk, about scalability of LoRa Networks for dense IoT scenarios,

is given by the invited speaker Prof Congduc Pham from the University of Pau et des Pays de
l’Adour (France). An overall number of 10 papers were submitted this year, we want to thank

the 26 authors that submitted their papers to ADVANCE’2021. Our deep gratitude also goes to
the 34 members of the Technical  Program Committee for their  hard work in reviewing the

submissions.  Finally,  we thank our  colleagues  from University  of  Zaragoza and University
College Cork for the organization and making possible the celebration of ADVANCE’2021

online.

Enjoy ADVANCE’2021

Rafael Tolosana Calasanz, General Chair
Gabriel Gonzalez-Castañé, TPC Co-Chair

Nazim Agoulmine, Steering Committee
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Keynote 1 - AI at the Edge: Service Orchestration & 
Enactment Across IoT, Edge & Cloud Resources 

Prof. Omer Rana - Cardiff University (UK)

Abstract
Internet  of  Things  (IoT)  applications  today  involve  data  capture  from

sensors and devices that are close to the phenomenon being measured,

with such data subsequently being transmitted to Cloud data centre for

storage, analysis and visualisation. Currently devices used for data capture

often differ from those that are used to subsequently carry out analysis on

such data. Increasing availability of storage and processing devices closer

to the data capture device, perhaps over a one-hop network connection or even directly connected to the

IoT device  itself,  requires  more  efficient  allocation of  processing  across  such edge devices  and data

centres.  Supporting  machine  learning  directly  on  edge  devices  also  enables  support  for  distributed

(federated)  learning,  enabling  user  devices  to  be  used  directly  in  the  inference  or  learning  process.

Scalability in this context needs to consider both cloud resources, data distribution and initial processing

on edge resources closer to the user. This talk considers whether a data comms. network can be enhanced

using edge resources, and whether a combined use of edge, in-network (in-transit) and cloud data centre

resources provide an efficient infrastructure for machine learning and AI.

The following questions are addressed in this talk:

•How do we partition machine learning algorithms across Edge-Network-Cloud resources -- based on

constraints such as privacy capacity and resilience?

•Can machine learning algorithms be adapted based on the characteristics of devices on which they are

hosted? What does this mean for stability/ convergence vs. performance?

•Do we trade-off  accuracy  for  “explainability”  of  results?  Given  a  complex  parameter  space  can

“approximations” help with explaining the basis of results?

Bio
Omer F. Rana is a Professor of Performance Engineering at Cardiff University, with research interests in

high performance distributed computing, data analysis/mining and multi-agent systems. Currently, he is

the  Dean  of  International  for  the Physical  Sciences  and  Engineering  College.  He  previously  led  the

Complex Systems Research Group. He was formerly the deputy director of the Welsh eScience Centre and

had the opportunity to interact with a number of computational scientists across Cardiff University and the

UK. He serves on the steering committee of Cardiff University's multi-disciplinary "Data Innovation" and

"Energy Systems" Research Institutes. Rana has contributed to specification and standardisation activities

via  the  Open  Grid  Forum  and  worked  as  a  software  developer  with  London-based  Marshall  Bio-

Technology Limited prior to joining Cardiff University, where he developed specialist software to support

biotech instrumentation. He also contributed to public understanding of science, via the Wellcome Trust

funded  "Science  Line",  in  collaboration  with  BBC  and  Channel  4.  Rana  holds  a  PhD  in  "Neural

Computing and Parallel Architectures" from Imperial College (London Univ.), an MSc in Microelectronics

(Univ. of Southampton) and a BEng in Information Systems Eng. from Imperial College (London Univ.).

He serves on the editorial boards (as Associate Editor) of IEEE Transactions on Parallel and Distributed

Systems, (formerly) IEEE Transactions on Cloud Computing, IEEE Cloud Computing magazine and ACM

Transactions on Internet Technology. He is a founding-member and associate editor of ACM Transactions

on Autonomous & Adaptive Systems.
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Keynote 2 - Scalability of LoRa Networks for Dense IoT 
Deployment Scenarios: limitations and perspectives

Prof Congduc Pham - Pau University 

(France)

Abstract

Recent  Low-Power  Wide  Area  Networks  (LPWAN)

introduced by Sigfox and Semtech are currently gaining

incredible interest and are under intense deployment campaigns worldwide. These technologies are mostly

simple ALOHA systems with well-known performance limitations. Moreover, due to the extremely low

throughput of these long-range technologies, the time-on-air of message can be very large, typically in the

range of several seconds, thus dramatically increasing the probability of packet error and collisions. Given

the incredible worldwide uptake of LPWAN networks for a large variety of innovative IoT applications,

including multimedia sensors, it is important to understand the challenges behind large scale and dense

LPWAN  deployment,  especially  because  both  Sigfox  and  LoRa  networks  are  currently  deployed  in

unlicensed bands. This talk has a particular focus on LoRa technology as it can be deployed in a private

and ad-hoc manner, making community-based deployments possible. In the presention we will review the

main LoRa/LoRaWAN characteristics and will then discuss about LoRa/LoRaWAN network scalability in

relation with unlicensed band regulations, interferences and various interference mitigation techniques

including capture effect, challenges behind channel access mechanism and reliability of Clear Channel

Assessment in these LPWAN networks. Perspectives to improve scalability with smarter channel access

mechanisms will be discussed.

Bio

Dr Congduc Pham is a Professor of Computer Science at the University of Pau (France). He obtained his

Ph.D in Computer Science in 1997 at the LIP6 Laboratory (University Paris 6, Pierre and Marie Curie).

His  current  research  interests  include  wireless  sensor  networking,  Internet  of  Thing,  congestion

control/resource allocation and QoS for cloud computing infrastructures. He has published more than 140

papers in international conferences and journals, and gave more than 80 tutorials/keynotes and scientific

presentations. In EU H2020 WAZIUP and EU H2020 WAZIHUB, he is one of the scientific expert on

Internet-of-Thing and LoRa technology and developed the while LoRa IoT generic framework used in

both projects for large-scale deployment of IoT in Africa. He also produced a number of tutorial videos

and an online tutorial on sensor technologies, LoRa and IoT kit to be used in hackathons and training

sessions. In EU H2020 HUBIQUITOUS he will define the IoT & AI SolutionLab infrastructure to make

access to innovative and disruptive technologies more accessible to African startups and entrepreneurs. He

will be coordinating the PRIMA-EU INTEL-IRRIS to deploy low-cost and lean solutions for enhancing

irrigation efficiency of smallholder farmers.
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An Approach of Risk Maturity Models for SOA 
Rafael Azevedo1, Paulo Caetano1 

1Salvador University (UNIFACS), Salvador, Bahia, Brazil. 

rafael.azevedo@unifacs.br, paulo.caetano@unifacs.br 

Abstract
Intensive use of Service Oriented Architecture (SOA) based technologies provides 
organizations with more competitiveness and transparency, but incorporates risks and 
challenges. Although SOA has become the primary means for the delivery and 
distribution of services and reuse of software components, SOA raises concerns 
regarding the risks to which the organization is exposed. In order to identify how 
organizations and academia deal with SOA risks, this paper presents a comparative study 
of existing risk maturity models, providing support for developing criteria for measuring 
and analyzing SOA risk maturity once it was not found in the literature specific risk 
maturity models for SOA. In addition, a literature review is presented in order to identify 
the state of the art on SOA risk management maturity model proposals. As a result, this 
paper highlights the need for a risk maturity model for SOA. 

1 Introduction 
Service Oriented Architecture (SOA) resembles a system with an independent set of cooperating 

subsystems or services. SOA encompasses the consolidation and reuse of software assets, the reduction 
of infrastructure complexity and, gradually, the transformation of business processes and Information 
Technology systems, called IT, into a set of building blocks called service. The demand for services to 
help build composite applications in a distributed and heterogeneous environment is increasing. The 
decision to adopt SOA became fundamental for companies looking for competitive market advantages, 
as explained by [29], through reuse, agility, and adaptability. Web Services are one of the main enablers 
of SOA and have become an integral part of IT systems and can help to degrade technological barriers 
and encourage interoperability with business partners, promoting new opportunities for interaction with 
customers. 

With the increasing use of applications dependent on SOA and its prominent role in critical systems 
of the company, organizations need a comprehensive risk management strategy [29]. Security threats 
are now more prevalent, and a security breach can cause serious legal, economic, and corporate 
reputation problems. The risk management and the maturity of risk management in SOA should not be 
in the background and should be a relevant aspect to by establishing communication between 
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distributed systems. According to [29], for a successful SOA implementation, a risk management and 
SOA´s maturity analysis must be well defined, planned and executed. 

Therefore, due to a lack of knowledge of these impacts, many companies are no longer benefiting 
from new technologies [9]. This can negatively affect systems development projects, that is, software 
development without observing practices and methodologies associated with software engineering and 
risk management, which could bring, with its internalization, benefits, e.g., customer service. delivery 
time for software projects, increased productivity of development teams, improved quality of software 
product, cost reduction with systems development, advances in maturity levels, risk mitigation, 
increased reusability, maintainability, extensibility, reliability, and testability. 

In this context, the successful adoption and use of SOA is related to the transfer of IT capabilities 
to business processes. However, for this transfer to be assertive, it is necessary to monitor and measure 
the performance improvement of the processes that its services serve [17]. In this sense, the adoption 
of this architecture must be conducted through governed and measured activities, with the clear purpose 
of obtaining the maximum return on investments [17]. 

A relevant factor for the success of risk management is to know how much an organization 
consistently implements in its risk management process and its degree of maturity, as its efficiency will 
contribute to meeting the business objectives. Although there are several models that allow an 
organization to assess their level of risk management maturity, they differ in their application. Some 
are focused on projects, corporate governance, others on IT governance and SOA governance.  

This paper presents a comparative study of existing risk maturity models, providing support for 
developing criteria for measuring and analyzing SOA risk maturity. In addition, a literature review is 
presented in order to identify the state of the art on SOA risk management maturity model proposals. 
As main result, this paper highlights the need for a risk maturity model for SOA. 

The remaining sections of this paper are organized as follows. Section 2 describes the basic concepts 
used for the development of this work, and provides an analysis of the main related works identified in 
the state of the art. Section 3 presents a comparative analysis of the risk maturity models. Finally, final 
considerations and suggestions for future work are found in Section 4. 

2 Background and Related Works 
This section describes the fundamentals of Service Oriented Architecture and brings an overview 

of related works found in this research field. 

2.1 Service Oriented Architecture - SOA 
SOA meets the concept of service when it allows a company's business functions to be fully 

accessible to any of its consumers through IT components. These business functions offer a low 
coupling and allow total independence from the customer who is accessing the service. According to 
[11], Service Oriented Architecture is a technological architectural model with different characteristics 
to support the realization of service orientation and strategic objectives associated with service-oriented 
computing. 

The dimensions of SOA, i.e., people, technologies and processes create artifacts that can support 
the implementation and use of SOA-based services. Their importance and relevance may vary from 
company to company, but as a good practice for building SOA solutions, all of these dimensions must 
be considered in an SOA adoption process, as they can contribute to the elements of risk. Like other 
strategic initiatives, SOA initiatives also have some considerations that are almost invariant to different 
business contexts or scenarios, which are these dimensions. 
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2.2 Related Works 
This section discusses the works related to the theme of this article, i.e., the risk management 

maturity model in SOA. In the bibliographic research carried out, there is a lack of methods, 
frameworks, or models of IT risk maturity for SOA. However, proposals were identified that brought 
together some of the most used maturity models in the market to assess the level of capacity and 
maturity, and good risk management practices. 

Table 1 presents a comparison of the related works found in the literature, regarding the application 
of risk maturity analysis, maturity models, risk maturity models, risk management and use of SOA 
technology. 

WORKS 

TYPE OF APPROACH TECHNOLOGY 
Does it 
address 
maturity 
models? 

Does it 
address 
risk 
maturity 
models? 

Do you 
perform 
risk 
maturity 
analysis? 

Does it 
address risk 
management
? 

SOA 

MAZUMDER (2006) [22] NO NO NO YES YES 
FILIPPOS (2011) [26] NO NO NO YES YES 
LOWIS (2010) [[20] NO NO NO YES YES 
COTFAS, et al. (2010) [8] NO NO NO YES YES 
STEFAN et al. (2008) [27] NO NO NO YES YES 
HILLSON (1997) [14] YES YES YES YES NO 
MERYEM AND LAILA 
(2013) [19] 

YES NO NO YES YES 

ARAÚJO AND 
OLIVEIRA (2012) [2] 

YES YES NO YES NO 

MAYER AND 
FAGUNDES (2008) [21] 

YES NO YES YES NO 

RIGON AND 
WESTPHALL (2011) [25] 

YES NO YES YES NO 

CHIN AND COLOMBO 
(2013) [6] 

YES YES YES YES NO 

HARRIS (2013) [13] YES NO NO NO YES 
JUNIOR, et al. (2012) [18] YES NO NO NO YES 
GERIĆ (2008) [12] YES NO NO NO YES 
CIORCIARI AND 
BLATTNER (2008) [7] 

YES YES YES YES NO 

CAMPANÁRIO, et al. 
(2008) [4] 

YES YES YES YES NO 

REN AND YEO (2012) 
[24] 

YES YES YES YES NO 

MAZZAROLO, et al. 
(2015) [23] 

YES NO NO NO YES 

ELMAALLAM AND 
KRIOUILE (2011) [10] 

YES YES YES YES NO 

CARCARY (2013) [5] YES YES YES YES NO 
Table 1: Comparison of related works 

"[FWFEP�and�$BFUBOP"O�"QQSPBDI�GPS�3..�GPS�40"
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As shown in Table 1, it is possible to verify, through the analysis of the related works, that, although 
there are works related to SOA, allowing for a greater flexibility of the information systems, none of 
them covered the aspects related to the risk maturity levels in the SOA dimensions, using risk maturity 
models. It was also possible to verify that, although there are works that address maturity models and 
risk maturity models, none approached SOA technology, performing analysis and management of IT 
risk maturity for SOA. 

3 Comparative Analysis of Risk Maturity Models 
In order to make a conscious choice of the most appropriate maturity model for the analysis of risk 

management in SOA, some proposals were selected that will be submitted to a comparative analysis of 
their characteristics. The following is a brief review of these models. 

For the selection of maturity models partially or in its entirety, it was necessary to identify a set of 
criteria that could be used for this choice, the criteria were grouped in relation to the structure, design, 
robustness, flexibility, and cost model. The following are criteria that should be considered when 
selecting the model: 

� Number of levels (of the scale) of the maturity model.
� Description of the maturity scales. Names of the maturity levels identified on the scale, so

that they are sufficiently clear (self-explanatory).
� Dependence between levels (need or not to fulfill the necessary prerequisites to reach a

certain level).
� Domain of application of the model (adherence to the business).
� Evaluation instruments(questionnaires, spreadsheet, etc.) offered by the model.
� Maintaining entity and alignments with reference documents.
� Time of use in the market and traceability of the elements used to reach a level.
� Possibility of comparing the evaluation results (Benchmarking).
� Possibility of customizing the model for application in other domains or adapting it to an

organization.
� Training costs and cost with reference material (guides, manuals, standards, etc.).

3.1 Capability Maturity Model Integration - CMMI 
The Capability Maturity Model Integration - CMMI is a maturity model for process improvement. 

Its objective is to assist organizations in improving their product and service development and 
maintenance processes, through the best practices associated with activities, which cover the product's 
life cycle from conception to delivery and maintenance. [15]. 

For progression between maturity levels, CMMI uses a set of specific and generic practices 
associated with the process areas. To reach a level all the requirements of the previous level must be 
met. 

3.2 Control Objectives for Information and Related Technology - COBIT 
According to [16], an association linked to ISACA, which is dedicated to the advancement and 

international popularization of IT governance and the development and dissemination of COBIT, this 
is a model and a support tool that allows managers to address deficiencies with respect to the 
requirements of control, technical issues, and business risks, communicating this level of control to 
stakeholders.  

"[FWFEP�and�$BFUBOP"O�"QQSPBDI�GPS�3..�GPS�40"
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The COBIT ³Plan and E[ecXWe´ domain conViVWV of Wen pUoceVVeV, one of Zhich iV Whe ³AVVeVV and 
Manage IT RiVkV´ pUoceVV. FoU Whe pXUpoVeV of WhiV ZoUk, onl\ Whe PO9 pUoceVV - Assess and Manage 
IT Risks - focus on the proposed maturity study will be considered. The control objectives of PO9 are: 
PO9.1 Alignment of IT and Business risk management; PO9.2 Establishment of the Risk Context; 
PO9.3 Event Identification; PO9.4 Risk Assessment; PO9.5 Risk Response; PO9.6 Maintenance and 
Monitoring of the Risk Action Plan. 

3.3 Enterprise Risk Management ± ERM 
Enterprise Risk Management (ERM) was developed based on the corporate governance precept of 

the Committee of Sponsoring Organizations - COSO (2004), which determines a model for the 
identification, assessment, and disclosure of risks that large corporations may be exposed to. The 
purpose of this model is to provide guidelines for the evolution and improvement of risk management, 
serving as a basis for the organization to determine whether risk management is being effective, or on 
the contrary, what it needs to become effective. 

The ERM implementation guide developed by the company Protiviti, presents a maturity model to 
determine the need for improvements in risk management. This model was based on the Software 
Engineering Institute's CMM model represented by five stages. 

3.4 Value Formation in Human Activity Systems - FVSAH 
This maturity model proposed by [28] is based on value formation in systems of human activities - 

FVSAH. The value of institutions has undergone transformations and with that, new concepts, 
definitions, and ideas have taken the place of physical and human resources in the production of services 
and products [3]. The FVSAH model has five levels of maturity, with the first level named 
³fXncWioning´ and Whe laVW leYel ³UefeUence´. 

3.5 ISO/IEC 15504 
The ABNT NBR ISO/IEC 15504-2 standard defines the structure and conditions for an assessment 

of organizational maturity based on the assessment of process capacity [1]. The standard describes the 
requirements for: (i) building maturity models, (ii) conducting organizational maturity assessment and 
(iii) verifying compliance with organizational maturity assessments.

For the purposes of this work, we will briefly define the subprocess of ISO / IEC 15504 Management
PUoceVVeV, ³RiVk ManagemenW-MAN.4´ in oUdeU Wo addUeVV iVVXeV UelaWed Wo risks. 

3.6 Risk Maturity Model ± RMM 
The Risk Maturity Model - RMM created by [14], suggests four levels of capacity named: Naïve, 

Novice, Normalized and Natural, which, translating into Portuguese, becomes: naive, participant, 
normalized and natural. The RMM allows to measure the maturity of the risk from the four areas 
(Culture, Process, Experience and Application), where the transition between levels occurs from the 
relationship of the attributes of these areas with the levels. 

3.7 Analysis of Maturity Models 
After describing the ERM, COBIT, RMM, CMMI, FVSAH and ISO/IEC 15504 maturity models, 

it is observed that, although the models were created by different entities and with different purposes. 
In addition, it is possible to identify that some characteristics are common among them, such as: number 
of maturity levels, dependence between levels, assessment, and measurement instruments. 

It is also noticeable that among the models covered, COBIT is the only one to present an assessment 
tool (non-free), called COBIT Assessment Program, which includes the COBIT PAM (Process 
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Assessment Model) package where assessments can be performed based on in the descriptions of the 
maturity level as a whole or with greater rigor based on individual statements in the descriptions of the 
maturity levels. For the other models, the evaluation instrument can be developed through an evaluation 
questionnaire, as suggested by Hillson in the RMM model. The COBIT model also offers templates to 
be used or adapted for application in organizations and has in its structure, a process described for the 
IT risk management area that is widely used in public and private organizations. 

It is also observed that some models have a more complete structure in their architecture than others 
regarding the approach, treatment, and assessment of risk management, being proposed in its entirety 
to assess the level of risk maturity, being they the model RMM and ERM. 

The RMM model does not offer an assessment tool, suggests the use of an assessment questionnaire 
but does not exemplify or describe how a questionnaire should be developed. 

The importance of CMMI is due to the fact that it is the first maturity model created in Software 
Engineering, in order to provide two types of representation: continuous and by stages, allowing to 
focus on a process in isolation and allowing to approach process improvements in stages, called degree 
of maturity. All other existing maturity models were developed based on CMMI, with levels of maturity 
in their architecture. 

ISO / IEC 31000, in turn, has a clear risk management flow in its structure, but does not address 
levels of maturity. 

The FSVAH maturity model proposes its application in any scope, focusing on the value of risks 
and human value in the execution and management of activities. This concern with the model and its 
selection is due Wo Whe need Wo aVVeVV Whe maWXUiW\ of Whe SOA dimenVion ³People´. AV iW iV a geneUic 
model, it is necessary to customize it in relation to the organization's business before its application, 
which makes the model flexible. It was also noted that the FSAVH model does not provide mechanisms 
for tracing the evidence used for positioning at a certain level. 

ISO/IEC 15504, in turn, is a generic maturity model with a focus on process evaluation. To perform 
risk management maturity assessment, it is necessary to use it combined with an external model such 
as the ISO/IEC 31000 standard. 

Models 

Description 
ERM COBIT 4.1 ISO/IEC 

15504 CMMI RMM FVSAH 

Maintainer COSO ISACA ABNT/ISO SEI Acadêmico 
(Hillson) 

Acadêmico 
(Silva) 

Num. of Levels 5 6 6 5 4 5 

Alignment with 
other instruments 

ISO 31000 ITIL, ISO 
17799, 

PMBOK, 
PRINCE2, 
VAL IT, 
ISO/IEC 

15504 

ISO 9000, 
ISO/IEC 

2382, 
ISS/IEC 
15288 

CMM 
FOR SW, 
INCOSE 
SECAM, 
EIA 731 
SECM 

Not 
applicable 

Not 
applicable 

Rastreability Yes Yes Yes Yes No No 

Benchmarking Native Native Native Dependent 
on 

external 
method 

Native Native 

Customization Yes Yes Yes Yes No Yes 
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Training Cost Yes Yes Yes Yes Not 
applicable 

Not 
applicable 

Maturity Levels Level 1: 
Initial 

Level 2: 
Repeatable 

Level 3: 
Defined 

Level 4: 
Managed 

Level 5: 
Optimizing 

Level 0: 
None 

Level 1: 
Initial 

Level 2: 
Repeatable 

Level 3: 
Defined 

Level 4: 
Managed 
and 
measured 

Level 5: 
Optimized 

Level 0: 
Incomplete 

Level 1: 
Executed 

Level 2: 
Managed 

Level 3: 
Established 

Level 4: 
Predictable 

Level 5: In 
optimization 

Level 1: 
Initial 

Level 2: 
Managed 

Level 3: 
Defined 

Level 4: 
Managed 
quantitativ
ely 

Level 5: 
In 
optimizati
on 

Level 1: 
Naive 

Level 2: 
Beginner 

Level 3: 
Normalized 

Level 4: 
Natural 

Level 1: 
Operation 

Level 2: 
Specializati
on 

Level 3: 
Growth 

Level 4: 
Convergen
ce 

Level 5: 
Reference 

Dependency 
between Levels 

Yes Yes Yes Yes No Yes 

Measurement Not 
addressed 

Native Native Depends 
on 

external 
method 

Native Native 

Domain 
of the Reference 
Model 

Risk 
managemen

t 

IT Control 
and 

Managemen
t 

Generic Software 
Engineeri

ng 

Risk 
management 

Generic 

Assessment tools No Yes No No No No 
Market Time 11 years 6 years 5 years 7 years 16 years 2 years 

Table 2: Comparative table of the main criteria of the maturity models 

Table 2 presents comparison key features of maturity models based on criteria defined in the Section 
3. 

4 Final Considerations 
This article aimed to study the risk management maturity models for applicability in the scope of 

SOA. Sought to investigate the benefits of adoption of risk maturity model for SOA. For this, it made 
searchable to and review of the literature, in order to get answers to the purposes of this article. A 
comparative analysis was made of the main governance maturity models in SOA and a review of 
proposals for risk management maturity models for SOA. Identified that there is no maturity model in 
the market and academic that meets the main criteria considered in this work (Section 3) for maturity 
models in risk management in SOA, therefore, it is evident the need to develop a risk maturity model 
specific to service-oriented architecture. 
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From this work can be concluded that the right choice of the maturity model for managing risks in 
SOA brings benefits to: Corporate Governance, Governance of IT Governance SOA, auditors, to 
development teams and software for companieV¶ development of SOA solutions, allowing a holistic 
view of the level of risk maturity in SOA in its dimensions. 

As future work, the next steps are: (i) development of an instrument or method for assessing the 
level of risk maturity in SOA; (ii) creation of a risk maturity model for SOA, elaborated based on the 
studies and comparison of the risk maturity models presented in this work; and (iii) evaluation of the 
proposed model through a practical application in one or more organizations that have a service-
oriented architecture as a software development model. 
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Abstract 
The insertion of Communication and Information Technologies (ICT's) in the scope of city 

management can facilitate managers' decision making, thus creating improvements in the 
infrastructure and services offered to citizens and can serve as a subsidy to the creation of Intelligent 
Cities. To assess the level of maturity of an intelligent city, this article aims to propose and apply a 
new framework, because most of the models used do not follow a standard and/or are not able to be 
compared with each other. Named SMM - Sustainability Maturity Model, it was inspired by the 
CMMI maturity indexes, the COBIT process controls, and used ISO 37122 indicators, thus serving 
as statistical measurement of ISO indicators, adapted to the CMMI maturity model and COBIT best 
management practices. In this way, the stages of the framework were developed, and a case study 
was conducted in the cities of São Paulo, Rio de Janeiro, and Salvador to validate it. As a result, it 
was observed that the SMM allowed classifying the cities by their level of maturity. Such 
measurement and comparison of maturity level were considered for the Intelligent Economy Domain 
of 3 of the 4 largest Brazilian cities in population. This evaluation adds value to the city that wishes 
to become intelligent, thus being able to serve as a basis for the application of new evaluations and 
measurement of the evolution of these environments. 

Keywords² Smart Cities, SMM, Maturity, ISO 37122, CMMI, COBIT 

1 Introduction 
Definitions of Smart Cities may vary from one author to another. One of them states they are communities that 

seek to transform life and work effectively using Information Technology. Managers from various locations 
around the world claim that their cities are smart just because they have ICT-based initiatives, which is not correct 
(GIFFINGER et al., 2007).  

With the emergence of the concept of smart cities, several indexes and indicators were created to measure the 
potential of cities, as well as neighborhoods and small towns, to develop maturity models to classify these 
locations. The term "smart city" is not used uniformly, ranging from cities with high ICT use to cities whose 
education or intelligence of their inhabitants is recognized (WEISS, 2016). 

Smart cities can build innovative solutions for urban centers. They identify the priority characteristics of 
management by local government to find ways to increase the potential and solutions to the problems of the 
population (LEMOS, 2016). 

These cities can use their resources, solving the demands of their inhabitants without wasting money, and with 
high creative potential. Thus, innovations in the management of municipal governments can be a differential in 
Public Administration intelligently and assertively, allowing to face problems faced by the population (WEISS, 
2016). 
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Several standards and/or models have been developed that provide a set of indicators as a recommendation of 
what to measure and how it should be measured. However, the standards do not define a standardized metric to 
measure at what level of maturity cities intend to become smart (GAMA, ALVARO, and PEIXOTO, 2012). 

In this sense, this research aims to verify the applicability of the Sustainability Maturity Model (SMM), 
developed by Santana et al. (2019). 

The SMM model was developed to propose a framework to evaluate the degree of maturity of an Intelligent 
City. The maturity models that served as inspiration for the development of SMM were the Capability Maturity 
Model (CMMI), together with the management of COBIT, added to the ISO 37122 standards (SANTANA et al., 
2019).  

This research is justified by the attempt to evaluate the applicability of SMM in metropolises such as Salvador, 
Rio de Janeiro, and São Paulo, observing the degree of maturity and confronting it with what is disclosed by their 
respective managers. The relevance of this study rests in an attempt to contribute to filling the existing gap in a 
standardized evaluation of a Smart City. 

This article is organized into five sections, being in this first one presented the objective of the work and its 
relevance. In the 2nd section, the theoretical reference is presented, giving theoretical support to the research. The 
3rd section presents the methodological path used to achieve the proposed objective. In the 4th section, the analysis 
of the results found is presented. Finally, in the 5th and last section, the conclusion and/or final considerations are 
presented, as well as suggestions for future research. 

2. Background
From the concept emergence of smart cities, several indexes, indicators, and measurement models were created

to evaluate them (SANTANA; NUNES; SANTOS, 2018). Researchers proposed their models based on the 
indicators and/or domains they found most relevant for a smart city. Some of these models have levels that serve 
to measure, analyze, and graduate the level of intelligence of a city (SANTANA et al., 2019). The models found 
do not always apply in the same way to more than one location, since each region has its specific characteristics 
and these do not contemplate them in their entirety (JUNKES, 2016). 

Faced with this context, there is a wide variety of classification indicators, as there are various perspectives on 
how cities can be classified, seen, and evaluated by different social actors. However, most of the models used do 
not follow a pattern and are not comparable over time and with each other (GUIMARÃES, 2018). To illustrate the 
gap existing in the evaluation of Smart Cities, Box 01 presents the models found in research and their respective 
limitations. 

Model Models¶ limitations 

Giffinger et al. (2007) First to be carried out with Smart Cities focused on medium-sized cities and 
stereotyped as ranking. 

SCMM (Smart City Maturity 
Model) 

The strength of this model is the gradual evolution and readiness of 
technology. Limited understanding of the model and its simplicity are pointed 
out as limitations. 

BR-SCMM (Brazilian Model) 
Applicable in a more interesting way to cities that are starting the development 
process to become smart. Limitation: the need for data, simplicity, and the 
fact that the model is still under development. 

WCCD Certification Model 
It is based on a universal standard (ISO), allowing comparison between cities 
already certified. The model's limitation is the complex and restricted data 
collection and the complexity of the analysis. 

MMT Model (Technological 
Maturity) 

As a strong point, it has a maturity scale of five levels. As a limitation, it is 
based on only three facts, being people, business, and technology; the model 
is still in development. 

IDC Model(GOVER) As a relevant point of this model is the gradual evolution between the five 
levels and, as a limitation, it is still in development. 

SC4A Model (SMART CITY 
FOR ALL) 

A positive point in this model is identified as the gradual five-level scale, the 
focus on accessibility and inclusion of information technology, and the fact 
that the model is still under development. 

Modelo RCSC (Ranking 
Connected Smart City) 

The strong point of this model is the existence of annual awards for cities that 
are positively evaluated by it, in addition to the gradual and quantitative 
analysis. As a limitation, we have complex evaluation and applicability. 

Modelo ESC (European Smart 
Cities) 

In this model, the positive point is the possibility of obtaining indicators on 
top of the 27 applicability domains, and as a limitation, its complex 
applicability, being able to make the comparison of up to three cities. 
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Modelo SCIP (Smart City 
Index Portugal) 

Five positive points of this model stand out: the comparison of performance 
between municipalities; having five domains; using scale variation from 0 to 
10; revealing the cities with the most inherent characteristics of a smart city 
and having a global comparative analysis. Limitation: the fact that it is still 
under development. 

RBCIH Model (Brazilian 
Network of Intelligent and 
Human Cities) 

This model is based on the possibility of exchanging experience between 
cities, this being a positive point, besides aiming to create a seal for classifying 
a smart city.  As a limitation, it uses the indicators of ISO 37120, which are 
not suitable for smart cities. 

NBR ISO 37120 Model 

The standard has several strong points, highlighting the fact that it is an 
international standard that serves as a reference for standardization and 
normalization. As a negative point, this standard is not specifically designed 
for smart cities. 

ISO 37122 Model (Indicators 
for Smart Cities) 

ISO 37122 will help cities implement Smart Cities policies to provide better 
services to citizens. 

WEISS Model (Readiness 
Assessment Model) 

This model is focused exclusively on ICT perspectives. The fact that its 
applicability is complex stands out as a limitation. 

IBMCCI Model In the development of this model little would be added, since several authors 
have already formulated their classification and evaluation models. 

Table 1: Smart City Assessment Models 

3 Methods 
Due to the need to establish a standard model to measure the level of intelligence for cities that have different 

characteristics and are at different points of maturity, Santana et al., (2019) proposed the SMM framework - 
Sustainability Maturity Model. According to the authors, SMM was inspired for its development by CMMI 
(PAULK, 1993), together with the management of COBIT (ISACA, 2012), added to the ISO 37122 standards 
(SANTANA; NUNES; SANTOS, 2018). 

According to Paulk (1993), the CMMI model is a forerunner when it comes to maturity, linked to maturity 
levels and processes and thus serving as a reference for other models. The COBIT, developed by Information 
Systems Audit and Control Association (ISACA), has as main objective to generate value for the managerial 
processes of an organization (ISACA, 2012). ISO 37122 - Indicators for Smart Cities, is the first standard of the 
agency directed exclusively to Smart Cities. Cities adopting ISO 37122 will have standardized definitions and 
methodologies for a set of key performance indicators as tools to become more sustainable and smart. With ISO 
37122, the indicators informed in the standard were used, which in total include 75, which are indicated for smart 
cities. ISO 37122 is divided into 19 thematic areas and uses 6 domains: Smart Economy, Smart People, Smart 
Governance, Smart Mobility, Smart Environment, and Smart Life (ISO, 2017).  

The SMM Framework is composed of 5 stages, as can be seen in Figure 1. This way, it is necessary to collect 
data from the external environment, passing through the application of ISO 37122 through the Maturity Test, data 
analysis, identification of the maturity level of the city inspired by CMMI, until reaching the process analysis of 
the information obtained inspired by COBIT, and/or the archiving of the whole process in a database for further 
consultation, comparability, and knowledge of those interested. Each step will be described as follows. 

Figure 1: SMM - Sustainability Maturity Model Framing 
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Maturity Test: 
Step 1 consists of applying the Maturity Test, formulated based on ISO 37122 and CMMI, and consisting of 

three steps: 1) choose the domains or subdomains to be evaluated; 2) calculate, based on ISO 37122, the indicators 
of the selected domains; 3) verify the scale of parameter evaluation of each indicator, developed from the level of 
the degree of maturity, based on the CMMI, in which it is possible to identify if the indicator was fully met (AT - 
Fully Met), partially met (AP - Partially Met), or not met (NA - Not Met). 

Figure 2: Step processes 

Data Analysis: 

The second step consists of the Data Analysis, supported by the equations proposed in Table 2. After selecting 
and obtaining the indexes of the domains, the components that will define the classification index of smart cities, 
one reaches a point of formulation of the SMM that implies an aggregation of the calculated indexes for each 
dimension, consisting of the analysis of data. For the validation phase, of the data complying with what is 
determined by ISO 37122 for the calculation of each indicator, the data collection strategy was used in the main 
open public data media, the data were collected from various databases made available by public bodies and 
organizations, municipalities of national industrial property institutes, regulatory agencies, national 
telecommunications agency, among others. 

The indexes are extremely important tools for improving communication, as they seek to simplify the 
information on complex phenomena so that its understanding is clear to all types of audiences and thus can guide 
decision making. 

Often the composition of the index can give different weights for its components, which can be questioned as 
subjectivity since depending on the weights assigned to each component, the result of the index can vary a lot. 

1. General Compliance Index (ICG) - Equation (1)

𝑰𝑪𝑮 ൌ
∑ 𝑰𝑪𝑫𝒌 ൈ 𝑷𝑫𝒌

𝒌ୀ
∑ 𝑷𝑫𝒌

𝒌ୀ

The General Conformity Index (ICG) is the index that will 
indicate the level of maturity that the city is in the global aspect, 
since for its calculation it involves all indicators. It is the 
weighted average multiplying the ICD (Domain Compliance 
Index) by the PD (Domain Weight) divided by the sum of the 
PD, where k = 1, 2, 3 ... p where p is the total of Domains. 
Ranging from 0 to 100%, its formula is defined by equation (1). 

2 - PD = DOMAIN WEIGHT - Equation (2) 

𝑷𝑫 ൌ   𝑷𝑺𝑫𝒎
𝒎

𝒋ୀ

Where PD (Weight of Domains) is the sum of PSD (Weight of 
Sub-domains) represented by equation (2). 

3. Domain Compliance Index (ICD) - Equation (3)

𝑰𝑪𝑫 ൌ
∑ 𝑰𝑴𝑺𝑫𝒋 ൈ 𝑷𝑺𝑫𝒋𝒎
𝒋ୀ

∑ 𝑷𝑺𝑫𝒋𝒎
𝒋ୀ

The Domain Conformity Index (ICD) is the index that will 
indicate the level of maturity that the city is in the domain 
selected for analysis, for its calculation the indicators of the 
specific domain are selected. It is a weighted average which is 
calculated by multiplying the IMSD (Subdomain Maturity 
Index) by the PSD (Subdomain Weight) divided by the sum of 
the PSD having j = 1, 2, 3 ... m, being the total subdomains, 
varying 0 to 100% and its formula is defined by equation (3). 

4. Sub-domain Maturity Index (IMSD) - Equation (4)

𝑰𝑴𝑺𝑫 ൌ
∑ 𝑬𝑨𝑷𝒊 ൈ 𝑹𝑰𝒊
𝒊ୀ
𝑻𝑻𝑰 ൈ 𝑬𝑨𝑷ሾ𝑻𝑨ሿ

The Subdomain Maturity Index (IMSD) is the index that will 
indicate the level of maturity that the city is in the subdomain 
selected for analysis, for its calculation the indicators of the 
specific subdomain are selected. It is the sum of the product 
between the EAP and IR, where EAP is the Scale of the 
Parameter Evaluation (0 = NA (Not Answered), 1 = PA (Partly 
Answered) and 2 = TA (Fully Answered)) and IR is the Result 

Step 1
Selection of 

Domains or Sub 
Domains

Step 2
Indicator 

Calculation

Step 3
Parameter 
Evaluation 

Scale
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of Indicators, divided by the TTI (Total ISO Indicators in the 
Subdomain) multiplied by the EAP [TA] (Fully Answered Scale 
of the Parameter Evaluation) having i = 1, 2, 3 ... n, being the 
total of indicators of each subdomain . Defined by equation (4). 

Table 2: Equations developed for Step 2 

Maturity Level Assessment: 
Step 3 consists of directing the processes, making the result meet the needs and expectations of the areas 

through planning, and monitoring the results obtained in step 1. It is in this stage that it is possible, through the 
maturity levels inspired by CMMI, to evaluate at which level the city is, within a scale that varies from 1 to 5, 
according to Chart 3. 

LEVEL DETAILS 
1- IQLWLDO

(NRW RHDFKHG) 
(0 WR 15%) 

AW WKLV OHYHO, WKH FLWLHV EHJLQ. 7KLV SKDVH LQGLFDWHV WKDW FLWLHV SODQ DQG VKDSH WKH 
LQIRUPDWLRQ V\VWHPV WKH\ ZLOO XVH WR LQWHJUDWH WKHLU VPDUW VROXWLRQV. 

2- MDQDJHG
(PDUWLDOO\ RHDFKHG) 

 (>15% WR 50%) 

AW WKLV OHYHO, FLWLHV DUH FDOOHG HIILFLHQW, VHHNLQJ LQQRYDWLRQ DQG SLRQHHULQJ LQ 
LQIRUPDWLRQ WHFKQRORJ\ VROXWLRQV, ZLWK D JUHDWHU IRFXV RQ VXSSRUWLQJ GHFLVLRQ-
PDNLQJ IRU ERWK FLWL]HQV DQG JRYHUQPHQWV, WKURXJK WKH XVH RI GDWD REWDLQHG LQ 
YDULRXV ILHOGV. 

3- DHILQHG
(Largely achieved) 

(>50 WR 85%) 

AW WKLV OHYHO, GDWD DUH DOUHDG\ FROOHFWHG DQG DFFHVVLEOH WR WKH SRSXODWLRQ WKURXJK 
SURSHUO\ IXQFWLRQLQJ LQIRUPDWLRQ V\VWHPV, DQG FORXG FRPSXWLQJ V\VWHPV DUH XVHG, 
LQWHJUDWHG DV VHUYLFHV, DQG DYDLODEOH WR ERWK FLWL]HQV DQG WKLUG SDUWLHV. 

4- QXDQWLWDWLYHO\ MDQDJHG
(Fully Achieved)
(> 85 WR 100%) 

AW WKLV OHYHO, FLWLHV DUH LQ D VWDJH RI LQWHJUDWHG UHVRXUFHV DQG DYDLODEOH LQ WKH IRUP 
RI VHUYLFHV IRU ERWK FLWL]HQV DQG DSSOLFDWLRQV. AW WKLV VWDJH, WKH XVH RI FRPSXWLQJ 
DLPV WR EH DYDLODEOH HYHU\ZKHUH. 

5- IQ OSWLPL]DWLRQ
(Optimized)

(100%) 

AW WKLV OHYHO, FLWLHV DUH FODVVLILHG DV SHUIHFWHG, ZLWK DSSOLHG LQQRYDWLRQV DQG 
EHFRPLQJ SLRQHHUV LQ WHFKQRORJLFDO VROXWLRQV. 

Table 3: Level of maturity inspired by CMMI 

Analysis of results and data storage: 
The fourth stage consists in the analysis of the results obtained so far through the application of COBIT because 

after identifying the level of maturity that the city is, it is possible to have two paths: 1) the city is below level 5, 
in which case the COBIT processes should be used to analyze the points that need to be improved and perform an 
intervention; 2) the city is already at level 5: In this case, it is possible to jump to Stage 5, already for the data 
storage, or still go through Stage 4, where it will be possible to review the processes keeping the continuous 
improvement and still seeing in which points the city can still be optimized. Stage 5 consists of the data storage, 
through a database, also developed for this purpose. 

4. Results and Discussions
The proposed framework, SMM, aims to suggest a standardization for measuring the level of intelligence of a

city. The intention is that it should be a universal model, thus being able to be applied to any city with any 
characteristics. The indicators of each theme are classified among general indicators, which are considered 
essential for the analysis of the performance of smart cities. 

In this case, it was held in three large Brazilian cities, Salvador, Rio de Janeiro, and São Paulo, based on 
publicly available data. The data used were obtained through electronic platforms such as municipal websites and 
IBGE, to validate the proposed framework. It is a cross-sectional study since it was carried out in a certain instant 
of time, applied based on data from the year 2018. 

In this article, the Intelligent Economy Domain was selected to validate SMM because it refers to the economic 
situation and the actions taken by a country to increase its wealth or reduce poverty and development among the 
6 main existing domains that contemplate economy, people, governance, mobility, environment, and quality of 
intelligent life, which are at the root of the formulation of any concept of smart cities, according to Giffinger et al. 

The first calculated economy domain indicator refers to the percentage of local companies hired to provide 
municipal services that have openly available data communication, as data communication meaning the process 
of using computing and communication technologies to transfer data from one place to another and vice versa.   

The second indicator aims to calculate the annual number of new startups per 100,000 inhabitants. The third 
indicator of the Economy sub-domain seeks to calculate the percentage of labor employed in the ICT sector.  The 
fourth and final indicator of this sub-domain seeks to identify the percentage of the labor force employed in the 
Education and Research and Development sectors per capita per year.  
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For the Finance sub-domain, the first indicator to be calculated is the percentage of the municipal budget spent 
on innovations and smart city initiatives per year. Smart city innovations and initiatives are helping to pave the 
way for more livable and sustainable cities.  The second index to be calculated from this sub-domain is the annual 
amount of tax charged from the sharing economy as a percentage of total tax charged. Finally, the third and final 
indicator of the Finance sub-domain is the percentage of payments to the city that are paid electronically based on 
electronic invoices.  

In Table 4 it is possible to visualize the results obtained with the calculation of each index of the subdomains 
Economy and Finance, for each city analyzed (Salvador, Rio de Janeiro, and São Paulo). 

CITIES 
ECONOMY FINANCE 

1º sub 2º sub 3º sub 4º sub 1º sub 2º sub 3º sub 

Salvador 4,77% 2,53% 4,51% 20,60% 7,75% 27,53% 21,25% 

Rio de Janeiro 49,75% 8,38% 10,80% 21,00% 19,75% 26,78% 30,55% 

São Paulo 62,76% 37,52% 36,80% 17,28% 30,00% 29,64% 37,62% 
Table 4: Results of Economy and Finance Subdomains. 

Once the selected Domain, Intelligent Economy, has been calculated, the third stage of the Maturity Test is 
started, which is to fill in the Parameter Evaluation Scale according to Table 5, where it is possible to identify if 
the indicator has been fully met (TA - Fully Met), being in the range of 85.1% - 100%, partially attended (PA - 
Partially attended), being in the range of 15.1% - 85%, or not attended (NA - Not attended), being in the range of 
0 - 15%, which will subsidize the next stage of the SMM of the analysis of the weights of the domains. 

Maturity Test Questions for the Smart Economy 
Domain 

SALVADOR RIO DE JANEIRO SÃO PAULO 

NA PA TA NA PA TA NA PA TA 

0 1 2 0 1 2 0 1 2 

1 What percentage of local companies are hired to 
provide municipal services with openly available 
communication data? 

X X X 

2 What is the annual number of new startups per 
100,000 inhabitants? X X X 

3 What is the percentage of the workforce employed in 
the Information and Communication Technology (ICT) 
sector? 

X X X 

4 What is the percentage of the workforce employed in 
the Education, Research, and Development sectors? X X X 

Total per Subdomain 3 1 0 2 2 0 0 4 0 

5 What percentage of the municipal budget is spent on 
innovation and smart city initiatives per year? X X X 

6 What is the annual amount of tax collected from the 
total collected? X X X 

7 What percentage of payments to the city are paid 
electronically based on electronic invoices? X X X 

Total per Subdomain 1 2 0 0 3 0 0 3 0 
Table 5: Scale result of parameter evaluation – Salvador, Rio de Janeiro e São Paulo 

After finishing Step 1, where the Maturity Test was performed in each Municipality, finding the Evaluation 
Parameters of each Indicator, the application of the proposed equations (1, 2, 3 and 4) is performed, thus identifying 
the ICD, IMSD - Economy, and IMSD - Finance indexes, according to Table 6. 

INDEX Salvador Rio de Janeiro São Paulo 

ICD 29,20% 45,00% 47,50% 

IMSD ± Economy 12,50% 25,00% 48,50% 
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IMSD - Finanças 33,33% 47,00% 49,50% 
Table 6: Index Results 

In the Smart Economy Domain, regarding the city of Salvador, a Domain Compliance Index (DCI) was 
identified from equation (3), amounting to 29.20%, as shown in Table 6. A Maturity Index by Subdomain was also 
obtained from equation (4), with a value of 12.50% for the Subdomain Economy, while for the Subdomain Finance, 
the value was 33.33%. Since we are dealing with only one Domain, the General Compliance Index (GCI), equation 
(1), will not be calculated, which is relevant to be observed when analyzing all Domains together. 
In the City of Rio de Janeiro, a Domain Compliance Index (DCI) was found from equation (3), in the value of 
45%, as presented in Chart 6. A Maturity Index by Subdomain was also obtained from equation (4), worth 25% 
for the Subdomain Economy, while the Subdomain Finance was found to be 50%. As in the municipality of 
Salvador, since we are dealing with only one Domain, the General Compliance Index (GCI), equation (1), which 
is relevant to be observed when analyzing all Domains together, will not be calculated. 

In the City of São Paulo, a Domain Compliance Index (DCI) was found from equation (3), in the value of 
47.50%, as presented in Chart 6. A Maturity Index by Subdomain was also obtained from equation (4), with a 
value of 48.50% for the Subdomain Economy, while for the Subdomain Finance, with a value of 49.50%.  

From the result, it was possible to identify the degree of maturity of each Domain and Sub-Domain for 
Salvador, Rio de Janeiro, and São Paulo. Table 7 shows the Maturity levels per Domain and Sub-Domain of each 
analyzed Municipality. 

INDEX 
Maturity Level 

Salvador Rio de Janeiro São Paulo 

ICD 29,20% 2 - Managed 45,00% 2 ± Managed 47,50% 2 - Managed 

IMSD ± Economy 12,50% 1 - Not Reached 25,00% 2 ± Managed 48,50% 2 - Managed 

IMSD - Finance 33,33% 2 - Managed 47,00% 2 ± Managed 49,50% 2 - Managed 
Table 7 – Maturity Level 

Thus, it is possible to observe that the cities analyzed in this study are at a level that needs development in the 
chosen Domain. It is observed that both the city of Rio de Janeiro and São Paulo have ICD - equation (3) - and 
IMSD - equation (4) -, for Economy and Finance at the Managed Level, level 2, which corresponds to a percentage 
between >15% and 50%, being considered partially reached. 

This is the stage where cities are called efficient, seeking innovation and pioneering in information technology 
solutions, with a greater focus on supporting decision-making for both citizens and governments, using data 
obtained in various fields. 

In Salvador, the city also has ICD, equation (3), and IMSD- Finance, equation (4), in the Managed Level, but 
its IMSD - Economy, equation (4), is in level 1, Initial - Not Reached In this level 1 is the phase where the cities 
begin. This phase indicates that cities plan and shape the information systems they will use to integrate their 
intelligent solutions. 

Thus, the manager must search from the Compliance Index (DCI) by Domain and the IMSD (Sub-domain 
Maturity Index) to verify what measures must be taken to reach level 5 of maturity, having the four domains as 
direction and maintenance. It is worth mentioning that the improvement of the domains can be evaluated 
individually or collectively to obtain the maximum level for the city. This phase is important because it allows 
achieving success and, consequently, improvement in the quality of services (BALBO; VENDRAMEL; TOLEDO, 
2014). 

With this analysis the actors can identify the strengths and weaknesses of the city for which they are 
responsible, thus facilitating the implementation of measures that improve performance or even serve as a 
reference and inspiration for other cities that want to become smart if they are at an "In Optimization" level. Thus, 
with the result of the Test, it is analyzed in which degree of maturity the city is based on the 5 levels of maturity. 

5. Final Considerations
This article proposed the development of the SMM framework for smart city maturity analysis, based on ISO

37122 and inspired by the CMMI maturity model, as well as using COBIT processes. From the application of 
SMM stages in the cities of Salvador, Rio de Janeiro, and São Paulo, it was possible to identify that the economic 
domain of the cities is at the initial level of maturity, thus allowing managers to analyze and take measures to reach 
higher levels, as well as the data that were collected, serving for comparability with other cities that use SMM. 
The proposed framework is a useful tool for any city, regardless of its size, type, origins, and characteristics, since 
it also allows the study of each domain separately and, over time, the monitoring of its evolution. According to the 
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established objective and proposal, SMM has proved to be a relevant tool for the analysis and evaluation of a smart 
city, being possible, from its domains and indicators, to identify the level of maturity of the city to be analyzed. In 
the absence of a diagnosis, the actions may become disoriented, poorly prioritized, and redundant, not offering the 
expected return. Thus, the application of SMM makes it possible to verify the diagnosis by domains, thus observing 
in which aspect the city under study stood out, as well as its lags. 

It is observed that the proposed objectives have been achieved and the results show that the model can serve 
as a basis for application in the evaluation and measurement of smart cities. As contributions of future work, it is 
suggested the insertion of new modules to the SMM framework, as well as the use of artificial intelligence 
techniques to consolidate the General Compliance Index and its application in other municipalities. 
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Abstract

Despite the spread of sharing economy platforms, as the best of our knowledge, no on-
line solution has been proposed to handle the negotiation of new agreements and contracts
between the participants in such platforms, which entails losing major business opportuni-
ties due to a lack of negotiation frameworks enabling mutual business and legal agreements.
This paper describes an innovative smart contract-based negotiation framework integrated
into sharing economy platforms to enable dynamic negotiation and electronic signature
of digital agreements between partners. The proposed framework itself is technology ag-
nostic. It can be used with any distributed collaborative platform regardless of the used
technologies (web service, blockchain, etc.). We have used smart contract system as a mean
to initiate and submit negotiated calls for tenders to respond to a business opportunity
by multiple actors. The implementation uses the Orcha language, a new high-level smart
contract language, to validate the framework concepts.

1 Introduction
New economic models are emerging in the global markets, such as demand-driven economy,
virtual marketplaces, Crowd Funding, Crowd Sourcing, etc. These models are boost-up by
the spread of ICT technologies [8]. These economic and technological forces are producing
more and more complex systems, where the interconnection between actors, the availability of
trusted information, as well as cost and revenue sharing among the actors are the key factors
to obtain sustainable and cost-effective businesses. These systems require a decentralized yet
trusted negotiation framework so that mutual agreements that govern the collaboration and
the usage of the shared resources can be constituted, enforced, and verified. This is the case,
for example, of the food delivery services, which are increasingly offered by the producers and
vendors by externalizing the delivery dynamically using service registries such as Uber Eats,
JustEat, TooGoodToGo. . . etc. The principles and techniques that appears to suit these
applications better are the “decentralized consensus” (e.g. Blockchain) that allow participants
on a distributed network to reach a perfect agreement on a shared resource. Even in the case
of very simple multiple-actors infrastructures, as in some food chains, the value created in the
short and medium time-horizon is sufficient to justify the introduction of the new technology
while reducing the need for trust among the different partners [7] .

In this context, smart contracts is emerging as the disruptive technology able to fuel such
systems characterized by multiple actors strongly interconnected while maintaining a low level
of mutual trust. Smart contracts are decentralized and autonomous computer programs that
are executed on the distributed ledger upon predefined events. However, despite its rapid
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development, this technology is still in its early stages of potential, it still presents some inherent
defects which hiders its deployment in a factual project [4]. In particular, the possibility of
integrating the business models, the choices, and the preferences of the different actors in the
smart contract appears as a critical factor in democratizing more largely this technology.

The literature mainly considers the Business Process Modelling and Design for Blockchain-
based solutions, which are then transformed into executable Smart Contracts [1] and [2]. Yet,
the literature regarding the mutual definition by multiple actors of new smart contracts adapted
to a particular need or business opportunities are quite limited [5]. In particular, to the best
of our knowledge, no solutions have been proposed to handle the negotiation of new smart
contracts to respond to business opportunities. To overcome this technical limitation, we de-
scribe an innovative smart contract-based negotiation mechanism that can be integrated into a
blockchain. In particular, the presented solution introduces a smart contract system that is able
to automatically launch and negotiate a call for tenders until completion (lifecycle management)
to respond to a business opportunity by multiple actors.

This paper is organized as follows: in section 2, we present the concept of smart-contract
as launched that is a cornerstone of the solution. Section 3 describes the proposed framework,
which uses the smart contract language called Orcha1. After that, we present the implemented
proof of concept system in section 4. Finally, we conclude and propose some perspectives to
our work.

2 Smart Contracts
Smart contracts are programs coded with a programming language and executed in a runtime
environment on a decentralized consensus system i.e. blockchain.

In the following, we briefly illustrate the smart contract programming and runtime environ-
ment focusing on Ethereum [3], a blockchain platform that was the first to introduce the smart
contract concept.

Ethereum is a platform that intends to make a programming universe for the develop-
ment, deployment, and execution of smart contracts for decentralized organizations over the
blockchain. Ethereum integrates a Turing-complete programming language, called Solidity [3].
Solidity contains a set of instructions that enable arbitrary management of transactional
states [6]. Solidity smart contracts are compiled into bytecode and encapsulated in Ethereum
Virtual Machine (EVM). This later is intended to serve as a runtime environment for Solidity-
based smart contracts. It focuses on providing a decentralized implement self-enforced smart
contracts execution environment.

Finally, it is worth mentioning that each Ethereum node in the blockchain runs and main-
tains its own EVM implementation. EVM has been implemented in Python, Ruby, C ++, and
some other programming languages [6].

Another language was specified by the Ethereum organization to respond to the Python
language called Serpent. It is an Ethereum smart contract language that is close to Python.
It is designed to encompass the benefits of Python in its simplicity, minimalism, and dynamic
typing. When building the executable smart contract, serpent code is first compiled into LLL
and then into bytecode for the EVM. The LLL name is diminutive to Low-Level Lisp-like
Language. LLL refers to a language similar to Assembly that came to add a low-level layer
into the EVM. The language adopts the syntax of Lisp. It is used when there is a need to deal

1https://github.com/orchaland/orchalang/tree/master/orchalang-spring-boot-autoconfigure/src/main�
/java/orcha/lang
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with particular problems that are, by nature, low-level, e.g., require direct access to memory or
storage.

The business logic that governs collaboration in a blockchain is supposed to be handled
using smart contracts. However, the languages used to write smart contracts lack the elements
necessary to negotiate dynamic business collaborations. This is due to the absence of interac-
tions between the contractors (human and software) essential to defining collaborative business
processes’ functional and non-functional properties. Furthermore, current smart contract lan-
guages are very technical and do not incorporate business semantics, leading to a non-uniform
interpretation of the smart contract by the different stakeholders. Consequently, it is crucial to
define a new collaboration language tailored to the definition of smart contracts. Such a lan-
guage should handle the complexity of the interactions between the different parties involved
in a collaboration.

3 Framework Description
In the following, we introduce a new framework that helps construct and agree on a smart
contract (called here contractualization process). We use also a novel high-level collaboration
oriented smart contract language called Orcha 2 to validate the framework.

3.1 Orcha Language

Orcha is a business process modelling, deployment and coordination language developed by our
team. It includes simple instructions that describes in a generic way business process activities.
Orcha programs include a reduced number of instructions (Compute, Receive/From, Send/To,
Condition, and When) represented by abstract syntax trees so that analysers can efficiently
process them. Orcha contains a small and simple set of instructions designed to describe the
answer of the essential questions around a collaborative process:

Who is involved? How an actor receives the needs to do the assigned tasks? When (time-
wise and in which order) to do the task? What to do? With whom? On what? What external
events should be taken into account? To whom, when and how produced events are sent?

The Orcha programs are event-based. They are triggered and run by events to manage the
interactions between business processes human and virtual activities. They can be customized
to any business field, i.e., the user according to their own business terminology can define the
semantic of the instructions.

Rather than handling the specifications of individual tasks, Orcha allows to specify the data
exchanged between during the coordination of activities. In that way, Orcha programs remain
independent from any underlying technical implementations of tasks. In other words, in Orcha,
there is a clear separation between the collaborative process (described in Orcha language) and
the individual business tasks (that can be implemented in any other language). That is, Com-
pute instruction in Orcha programs calls business services that implement individual business
tasks.

An Orcha program describes eventually a business process, i.e., human actors, applications,
2https://github.com/orchaland/orchalang/tree/master/orchalang-spring-boot-autoconfigure/src/main

/java/orcha/lang

23



An Innovative Negotiations. Sliman, Charroux and Agoulmine

and devices exchanging messages and coordinates their activities (Figure 1).

Orcha uses business terms to express the business process. For instance, a process to han-
dle a passenger language delivery procedure in an airport could be:

receive passport from passenger

controlIdentity with passport.photo

receive luggage from agent

scanLuggage with luggage.value

when "scanLuggage fails and controlIdentity terminates"

alertAuthorities with controlIdentity.result

Business processes written in Orcha are executable programs. Consequently, one needs only
to configure its Orcha program and simply run it to drive its business. The configuration de-
fines the input and output data sources for Receive and Send instructions; for instance, (receive
order from customerBase) and (send order to customer by eMail) as well as the service to be
activated by the Compute instruction is running (compute service with. . . ). Orcha programs
perfectly match Smart Contract requirements in that they are event driven, decentralized and,
portable (executed in their own containers). Orcha enables services applications and IoT de-
vices integration. For instance, when you write: receive passport from passenger , data for the
passenger can come from Sensors, SQL and NoSQL databases or files. Similarly, the control
service in controlIdentity with passport.photo can be a remote Service or a local application. A
Smart Contract written in Orcha is compiled using the following steps: preprocessing, lexical
analysis, syntax analysis, grammatical analysis, post-processing, linkage, and output generation
(generate a Spring Integration Java program).

3.2 Contractualization of smart-contracts

In this section, we describe a contractualization framework that enables collaborators to dynam-
ically create a smart contract to quickly respond to a business opportunity. In this framework,
collaborators submit and respond to tenders via an IHM that allows to specify the needs. As
a result, a smart contract representing the collaboration process is dynamically created. The
framework is described in Figure 1. As highlighted, in the framework:

• A customer defines its needs and specifies the desired outcomes.

• The customer sends a Call for Tender (CfT) to the contract ledger workplace.

• Providers can retrieve the CfT and formulate a response as a Tender Proposal (TP),

• TP is sent to the customer.

• Customer retrieves the TP and either;

• It validates and diffuses it in the blockchain or;

• It can re-formulate a new CfT based on the received TP. In this case;

• The process restarts again until an agreement is reached.
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Figure 1: Sequence Diagram Describing the Contractualization Process

The obtained smart contract is signed by all stakeholders involved in the collaboration to
confirm and maintain an inviolable record of the collaborators’ contractualization. It is then
submitted to the blockchain to be validated via the consensus mechanism. As a result of
the consensus, if the smart contract is approved, it is added to the blockchain as a definitive
transaction.

In the end, according to the conditions agreed by the collaborators, the smart contract is
executed. Its execution creates new transactions that must be added to the blockchain by a
consensus mechanism.

It is worth mentioning that the contractualization process itself is represented as a smart
contract that uses Orcha as a language to specify the exchanging calls and responses of tenders.
To this end, an interactive Shell interface for users to launch a call for tenders or respond to
tenders is defined.

3.3 Proof of Concept Implementation

In this section we will present a proof of concept (PoC) that demonstrates this framework’s
feasibility. The PoC is implemented on the Git version control system. Git was selected because
of its similarity to blockchain in terms of versioning mechanism based on hash functions, its
distributed storage, and its pseudo decentralization.

The PoC considers a simple collaboration case where a client and a set of sub-contractors
can interact to contract a service (as highlighted in Figure 2).

In the following, we explain the business logic implemented by presenting Orcha commands
customized to cover the exchanges necessary for contractualization and the technical architec-
ture that allowed us to make the command shell.

To start a collaboration simulation, a client who needs a service must create a git directory
with public access as a distributed Smart-Contract registry. He/she then enters the address
of this directory in the contracting system. From this moment, the client can issue a call for
tenders. A call for tenders is a file that includes the customer’s needs as well as the expected
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Figure 2: Technical architecture of the proof of concept

behavior of the service providers’ responses. The file, written in Orcha, is completed with
additional configuration files and a set of input/output data representing the desired service
outcome.

Service providers must respond to a request for a proposal that interests them, create a
branch on the collaboration’s directory, and deposit the Orcha program of their offer. Similarly,
as for the call for tenders, the program is accompanied by the configuration and data files.

After analyzing and testing the various response received, the client selects one or more
offers. The customer will have, at this time, all the necessary information to write a complete
smart-contract that would correctly govern future collaborations.

If an offer does not fully match the client’s preferences, the client may continue a back-and-
forth exchanging with the supplier to negotiate the terms.

A) Shell orders made for the contractualization phase

The distributed registry of each user’s smart-contract contains the folder named "Busi-
ness" that includes the following main folders:

• "myCallsForTenders": intended to include the calls for tenders sent by the customer;
• "myOffers": intended to include the offers provided by the service provider;
• "receivedCallsForTenders": If the user is a service provider, he or she will receive

customer calls for tenders on this folder.
• "receivedOffers": If the user is a customer who has issued the CfT, he will receive

the service provider response files on this folder.

In the following, we explain the different commands that we defined using Orcha language
to enable a customer to interact with providers during the contractualization process:

i. Command 01 : Distribution of a call for tenders - customer order

Orcha > send callForTender to providers.

This command allows a client to broadcast the "call for Tender" call for tender
written in ORCHA language, which it has deposited in the "my Calls For Tenders"
folder.

ii. Command 02: Reception of a Request for Proposal - Service Provider Order

Orcha > recieve calls from customer.customer@
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(a) Sending Call for Tenders (b) Receiving Call for Tenders

(c) Call for Tenders response (d) Call for Tenders Proposal acceptance

Figure 3: Contractualization framework implementation

This command allows a service provider to receive calls from the customer with the
address "customer @" on his local copy of the distributed registry.

iii. Command 03: Sending an offer - order service provider

Orcha > send offerSP1 to customer.customer@

This order allows a service provider to offer their "offerSP1" offer to the customer
with the address "customer @"

iv. Command 04: tenders receiption - sales order

Orcha > recieve offers from providers

This order allows a customer to receive the various "offer" offers offered by service
providers "providers"

v. Command 05 : Validation of an offer - customer order

Orcha > send validation to providers.branchName

This command allows a customer to validate an offer he has received from a service
provider on the branchName branch
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B) Technical architecture of proof of concept of contractualization

The proof of concept is structured in the form of a client application based on shell com-
mands orchestrating the different exchanges that perform the contractualization (Fig-
ure 2). The implementation of shell commands is done using SpringShell. Behind these
commands, the sending and receiving operations are done by the encapsulation of Git
functions, called from the Java environment using the JGit library, which acts on Gitlab
hosted repositories 3 (see Figures 3).

4 Conclusions
In this paper, we introduced a new framework for smart contract negotiation. The framework
follows Call for Tenders’ business logic. It enables customers and providers to settle smart
contracts in a negotiated way so that they can quickly respond to business opportunities. The
framework has been validated using Orcha Language, a new high-level smart contract language.
A Proof of Concept (PoC) has been implemented to assess the feasibility of the framework. The
PoC used Git as the underlying platform. This latter has been chosen due to its similarity to
blockchain logic. The PoC has shown that the concepts introduced by the framework are sound
and permits it objectives. In future works, we aim to implement the framework using a real
blockchain and a full smart contract lifecycle.
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Abstract

Currently, several technologies are being used together to improve the quality of services
for people. Specifically for the health area, the application possibilities involving both
software and hardware are quite diverse. Internet of Things (IoT) and blockchain are two
technologies that are currently integrating more and more to provide better services, taking
advantage of their characteristics. This work proposes an architecture for the collection
and storage of e-health data, based on IoT and blockchain. For its validation, a prototype
was designed and the flow of operations was analyzed. Preliminary results indicated the
proposed architecture has the potential to integrate IoT and blockchain to support e-health
applications, enabling research and application development, but a broader study with IoT
devices is needed for a better assessment.

1 Introduction

With the integration of technologies such as Internet of Things (IoT) and blockchain, a new
computational layer has emerged capable of o↵ering secure data sharing and analysis, in addition
to enabling privacy guarantees, where it is possible to authenticate, authorize, control and audit
the data obtained from sensors [1]. In this context, the integration of these technologies has
enabled the development of applications in di↵erent sectors: finance, health, education, etc.

IoT is a paradigm in which heterogeneous physical objects are interconnected through wired
or wireless technologies. The basic idea is to integrate “things” on the Internet by providing
users with various services [2][3]. Nowadays, many IoT projects have milions of IoT devices
acting as sensor or actuator, collecting sensitive data from people or processing this data for
the most varied purposes [4].

According to the Healthcare Information and Management Systems Society (HIMSS) [5], e-
health is defined as the application of the Internet and other related technologies in the health
sector to improve access, e�ciency and the e↵ectiveness of the quality of clinical processes and
business processes used by healthcare organizations, professionals, patients and consumers, in
an e↵ort to improve the health status of patients.

In the literature, several works have invested in e-health applications [6][7]. Neto et al.
[7] proposed an approach for monitoring people who are part of risk groups. For example,
sedentary people, using IoT technologies. They monitored users’ physiological data through
wearable devices and sends this data to a computational cloud. These data are processed, stored
and presented to the healthcare professional, who will monitor and establish new activities for
the user. They built a mobile and web applications, and collected data from sensors and a
dataset of health data. Neto et al. [6] presented an IoT approach to help sedentary people.
This approach monitors users’ physiological data through wearable devices and sends them
to the cloud for processing. In the cloud, the data is processed and presented to the health
professional, that will monitor and establish new activities for users. The data generated in
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situations�such�as�those�described� in�these�works�brings�the�problem�of�how�to�access�the�data�
safely�and�how�to�avoid� falsification.

Blockchain� is� a�data� structure� that�makes� it�possible� to� create� a� transaction-proof�digital�
ledger� and� share� it� [8].� This� technology� uses� public� key� cryptography� to� sign� transactions�
between� the� parties.� The� transactions� are� then� stored� in� a� distributed� ledger.� The� ledger�
consists�of�cryptographically� linked�transaction�blocks,�which� form�a�blockchain� [9].

The� data� obtained� from� the� sensors� when� stored� in� centralized� bases� can� cause� several�
problems�due� to� this�centralized� topology.� Among� the�problems,�we�highlight� those� related� to�
security,� for� example,�when� there� is�a� server� failure�or�when� the� server� su↵ers�hacker�attacks.�
Blockchain� shows� itself� as� a� potential� technology� to� solve� these� problems� by� o↵ering� desired�
resources� for� large-scale� IoT� infrastructures,� such� as� decentralization,� reliability,� traceability�
and� immutability� [10].

The�objective�of�this�work� is�to�present�an�architecture�that� integrates� IoT�and�blockchain�
technologies.�A�flow�of�operations� from�the�collection�of�sensors�data�to�the�availability�of�this�
data� in�a�web�/�mobile�application�will�be�described.�An�application�prototype�to�validate�the�
architecture�will�also�be�presented� in�the�work.

This� work� is� divided� into� the� following� sections:� Section� 2� shows� some� related� work;� in�
Section� 3� the� proposed� architecture� is� presented;� Section� 4� shows� the� design� of� a� proof� of�
concept�for�the�architecture,�the�developed�prototype�and�some�discussion;�and�finally,�Section�5�
presents�the�conclusions�and� future�work.

2� Related�Work

Some�works�in�the�literature�have�developed�research�related�to�IoT�and�blockchain�[10][11][12].�
Wang� et� al.� [10]� proposed� a� hierarchical� blockchain� storage� structure,�where� the�majority� of�
blockchain�is�stored�in�the�cloud,�while�the�most�recent�blocks�are�stored�in�an�overlay�network.�
Research�opportunities�with� the�use�of�blockchain� technology� in�applications� that�manipulate�
DNA�sequence�data�were�presented� in�Neto�et�al.� [12].� For� this,�an�architecture� for�general�e-
health�applications�with�blockchain�was�proposed.�They�also�implemented�a�proof�of�concept�to�
analyze�the�use�of�blockchain�technology�in�e-health�applications�using�DNA�sequence�data�and�
they�also�listed�a�set�of�research�opportunities.�A�study�of�the�use�of�blockchain�technology�in�an�
e-health�approach�was�described�in�Neto�et�al.� [11],�using�the�distributed�database�BigchainDB,�
where�a�performance�analysis�of�transaction�validation�times�was�conducted.

Chendeb� et� al.� [13]� proposed� a�multi-layer� IoT/blockchain� based� architecture� customized�
and� designed� to� be� used� in� the�medical� field.� Many� parties� interact�With� this� information,�
including�doctors,�health�service�providers,�insurance�companies�and�pharmacies.�A�distributed�
blockchain� cloud� architecture�model� was� designed� to�meet� the� design� principles� required� to�
e�ciently�manage� the� raw� data� streams� produced� by� numerous� IoT� devices,� promoting� the�
possibility� of� using� blockchain� technology�with� IoT� and� vertical� applications.� The� proposed�
architecture�was�designed�to�support�high�availability,�real-time�data�delivery,�high�scalability,�
security,� resiliency,� and� low� latency.� As� future� work,� the� authors� intent� to� implement� this�
architecture� in�a�real�system,�and�evaluate�performance.

Batista� et� al.� [4]� proposed�Heimdall,� a� distributed� smart� contract-based� framework� that�
provides� access� control� for� sensitive� or�personal�data� collected�by� IoT�devices� that� follow� the�
prerogatives�of�General�Data�Protection�Regulation�(GDPR)�and�General�Data�Protection�Law�
(Lei�Geral�de�Proteção�de�Dados�-�LGPD).�The�users�must�be�able�to:� authorize�or�revoke�the�
data�access�without�depends�on�a�trusted�third�party;�to�define�what�subset�of�your�sensitive�or�
personal�data�may�be�accessed�or�not�based�on�access�rules;�to�audit�whom�accessed�his�sensitive
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or personal data and be able to see when this occurred. For this, it is necessary develop a smart
contract that rules the access control, create the protocol that defines the possible operations on
the access control framework and the involved actions, define the syntax and semantics of access
rules, design a distributed mechanism to verify the access rules and create a multidimensional
index of sensitive and personal data to facilitate queries on stored data. This work is still in
development.

3 Architecture Proposal

This section describes the main elements of the proposed architecture. These elements can be
composed of sub-elements of hardware or software systems.

Figure 1 represents the proposed architecture and operations flow of an environment that
uses IoT and blockchain technologies. The proposed scenario illustrated by the architecture is
an e-health application, with the purpose of verifying the health status of a patient.

At a high level, the first element is the set of devices responsible for performing measure-
ments and data capture. For an e-health environment, for example, these devices are sensors
responsible for analyzing the patient’s physiological events, such as temperature sensors, blood
pressure, glucose, etc. The second element is the communication system used to transmit data
from the input devices to a storage environment. The third element is the data management
system, which is related to the machines responsible for processing, storing and retrieving the
data. And finally, the applications responsible for making interactions of the system with users
capable of verifying the health status compose the fourth element.

In item (1) it is possible to view an IoT prototype responsible for collecting the data, in
addition to elements responsible for handling the data coming from the sensors and preparing
them for sending to the server intended to carry out the storage on the blockchain. Item (2)
presents the architecture element responsible for communicating the IoT Prototype with the
server’s itens. In item (3), server P will receive the data read from the patient’s health status
and perform the insertion of the data on the blockchain. In item (4), the server C responsible
for reading the blockchain data is shown. Sub-items (5.1) and (5.2) show the applications that
access blockchain data through the server C, which make up the set of applications in item (5).
And sub-items (6.1) and (6.2) are the individuals who have access to the applications.

4 Proof of Concept, Application and Discussion

This section presents a proof of concept of the proposed architecture and an application to illus-
trate a possible e-health application scenario. At the end, some discussions about architecture
and technology are presented.

4.1 Proof of Concept

In this section, the implementation of the architecture presented in the previous section will be
discussed. For this, an IoT prototype was designed and built in a similar way to that presented
in item 1 of Section 3, where the sensors used for the implementation were simulated in order to
generate data regarding the measurement of body temperature, blood oxygen level and heart
rate.

The used development board was Esp8266 Nodemcu wifi module, responsible for receiving
health status data and connecting to the Fiware framework. This framework is used to allow the
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Figure�1:�Architecture�proposal

system�to�become�scalable�and�to�be�able�to�deal�with�heterogeneity�when�the�system�becomes�
more� robust� [14].� Fiware� is� an� open� source�project� that�provides� a� set� of� components�whose�
objective�is�to�facilitate�the�development�of�intelligent�applications.� It�emerged�in�Europe�from�
the�Future� Internet�Public�Private�Partnership� (FI-PPP),�defining�APIs� for� the�development�
of� solutions� in� several� sectors,� such� as:� smart� cities,� agriculture,� e-health,� transport� and� en-
ergy� [15][16].� A� simplified�view�of� the�components� to�perform� the�communication� is� shown� in�
Figure�2.

In� Figure� 2,� the� implementation� of� items� 1,� 2� and� 3� of� Figure� 1� is� presented� and� the�
blocks�will�be�described�below.�The�main�component�of�Fiware�middlwware�is�presented�in�the�
block� referring� to�Orion�Context�Broker,� responsible� for�managing� context� information,� such�
as:� updates,� queries,� records� and� subscriptions� [17].� The� context� information� in� the� scenario�
presented�refers�to�the�patient’s�health�status.� For�this�architecture,�Orion�Broker�will�receive�
notifications� from�Agent�IoT� informing�context�updates.

The�IoT�Agent�component�presented�in�the�block�diagram�has�the�function�of�communicating�
the� physical� devices�with� the�Orion�Broker,� because� in� an� IoT� system� it� is� common� to� have�
a� diversity� of� technologies� and� communication� protocols,� requiring� an� entity� responsible� for�
carrying� out� the� interpretation� of� data� from� the� sensors� for� the�Orion�Context�Broker.� This�
component� also� addresses� security� issues� and� provides� services� for� programmers�AGENT.� In�
this�architecture,�Agent�IoT�will� listen�to�the�MQTT�Broker�so�that�the�measurements�can�be�
sent�to�Orion.
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Figure 2: Simplified view of the components to perform the communication

In addition, Orion Context Broker uses the MongoDB database to store information related
to the context state of devices across entities. These states are stored in the JSON format [18].

With Orion Broker, it is possible for asynchronous notifications to be sent to applications
connected to the Broker. This is made possible when applications subscribe to receive update
notices. This makes it possible for applications that communicate with the Orion Context
Broker do not make requests unnecessarily, but only when the context of an entity is updated.
The use of the signature mechanism will therefore reduce the volume of requests and the amount
of data transmitted between the components of the system. This reduction in network tra�c
will improve overall responsiveness [19]. Therefore, whenever a change in the patient’s health
status occurs, a POST request is submitted to the server P, in order to update the patient’s
information.

Regarding the section of architecture dedicated to data storage, the types of available
blockchains were initially analyzed. Blockchain networks are divided into two groups based
on the type of permission, which are: without permission (permissionless) and with permission
(permissioned). An example of a blockchain network without permission is Bitcoin, in which
topology block insertion in the network is not restricted. However, this approach does not sat-
isfy the requirements of the implemented scenario, as the data related to health are of a private
nature. In blockchains with permission only individuals with authorization can interact with
the network [20]. This type of network is interesting for the implemented scenario because the
access to patient data is limited.

The solution for using a permissioned blockchain was to use Hyperledger [21]. The Linux
Foundation launched this project in 2015, which built a corporate blockchain development plat-
form [22]. Hyperledger Fabric is a technology from Hyperledger technologies. It uses a modular
structure to provide scalable components, including encryption, authentication, consensus algo-
rithm, smart contract, data storage and other services [23]. Chaincodes are the smart contracts
responsible for allowing applications to interact with the network, depending on the business
rule of the application. For this architecture, in the chaincodes functions were defined that
insert the data in the blockchain, the reading of the network data, through the servers P and
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C�respectively,�and�the�search�of�the�data�history.
With�the�data�inserted�in�the�Hyperledger�network,�it�is�already�possible�for�applications�to�

make�requests�in�order�to�obtain�the�data�from�the�sensors�and�present�them�in�a�more�readable�
way.� For�the�demonstration�of�this�architecture,�the�servers�P�and�C�were�implemented�in�Node�
JS�and�the�application�responsible� for�demonstrating�the�data� in�Vue�JS.

4.2� Application

In�this�section,�the�prototype�of�the�WEB�application�will�be�described.�We�highlight�here�that�
the� idea� is�to�have�an�application�that� is�an�e-health�application�scenario� just�to� illustrate�the�
architecture.

This� application� initially� aims� to�display� graphs� of� the�patient’s� situation,�based� on� three�
variables�indicating:� heart�rate,�body�temperature�and�blood�oxygen�level.�The�values�of�these�
variables�are�obtained�from�the�Hyperledger�network�and�are�changed�by�the�simulated�sensors,�
as�previously�discussed.� In� the�proposed� scenario,�only�one�patient� is�being�considered,�whose�
identification� is�being�named�by�the� identification�111.111.111-11.

As�the�used�network�ledger�is�immutable�and�transparent,�it�is�possible�to�take�advantage�of�
these�characteristics�to�track�transactions�and�thus�obtain�the�current�status�and�history�of�the�
patient’s�vital�signs.�Figure�3�shows�the�last�data�stored�in�the�network�regarding�measurements�
that� indicate� heart� rate� (92� beats� per�minute),� temperature� (37� degrees)� and� blood� oxygen�
saturation� (98%).� This� chart� can� be� used� by� professionals� to� facilitate� visualization� of� the�
patient’s�current�situation�through�the�measured�values.� This�would�be� just�a�possible� feature�
of� the� application.� E-health� applications� have�many� features� and� depend� a� lot� on� the� type�
of� application� or� area� of� expertise.� As� patient� data� is� stored� on� the� blockchain,� its� origin� is�
transparent�to�the�end�user.

Figure�4�displays� the�data�history.� These�data�are:� timestamp,�name,�docType,� ekg,� tem-
perature� and� oxymeter.� These� data� represent� the� timestamp� in� which� the� transaction� was�
performed�by� the�network�nodes,� the�patient’s�name,� an� identifier� of� the� type� of� transaction,�
the�measured�heart� rate�value,�body� temperature�and�blood�oxygen� rate,� respectively.� This� is�
a�code�vision.� The�final�user�did�not�visualize� this� information� in� this� format.� This�history� is�
obtained�by�the�server�C� from�Figure�1,�which�makes�a�request�to�the�Hyperledger�network�to�
obtain� an� array� that� is� formed�by� the�values� of� the�vital�data� and� time� stamps,� this� array� is�
built�based�on�the�patient’s� identifier.�Data�of�ekg,�temperature�and�oxymeter�are�displayed� in�
the�graphs�of�Figure�3.

Finally,� in�Figure�5,� the� line�graphs� show� samples�of� the�data�history.� These�graphs�were�
constructed�with� the� values� similar� to� those� in�Figure� 4.� Through� them� it� is� possible� to� in-
vestigate� individually�and�together�the�three�variables�that�are�being�measured�by�the�sensors.�
Thus,�it�is�easier�for�the�application�user�to�study�the�patient’s�situation,�through�the�knowledge�
of� the�behavior� of� these�data� in� the�past,� since� it� is�possible� to� easily� examine� the� trajectory�
of�the�variation�of�the� information�obtained� from�the�sensors�according�to�the�evolution�of�the�
time� that� is� in� the� horizontal� axis.� And� by� selecting� one� of� the�markers,� users� are� provided�
with�an� immediate�visualization�of� the�absolute�values�measured�at� each� instant,�as� shown� in�
Figure�5.

The� line� graph� consists� of� the�presentation� of� three� variables:� the�upper� line� (orange� and�
dotted)� shows� the�measured� values� referring� to� the� percentage� of� oxygen� in� the� blood,� the�
intermediate� line�(blue�and�continuous)�refers�to�the�value�obtained� from�the�ECG�sensor,�and�
the�bottom� line� (green�and�dotted)� is�body� temperature.� The�variation�of� the�horizontal�axis�
indicates�the�displacement�in�time�and�variations�in�the�vertical�axis�define�the�measured�value
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Figure 3: Measuring sample

Figure 4: Hyperledger network data

Figure 5: Samples of history captured from the sensors

for each variable.
The application presented in this section aims to validate the architecture discussed pre-

viously, indicating that with the implementation of the system through technologies for data
collection, communication, storage, processing and presentation, it is possible to confirm that
the components and the flow of operations established in the Figure 1 can be implemented and
executed together.
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4.3� Analysis�and�Discussions

As�previously� informed,�there�was�no� implementation�of�the�architecture�with�all�the� items.� In�
this�case,�the�capture�of�sensor�values�was�simulated,�consisting�of�a�work�limitation.�However,�
this�does�not� invalidate�the�work�as�the�flow�of�operations�remains.

The�application�considered�the�use�of�a�permissioned�blockchain,�that� is,�for�e-health�appli-
cations� it�would�be�better� if� the�blockchain� infrastructure�was�controlled�with�permissions� for�
the� involved� institutions.� In�this�case,�Hyperledger�was�used� for�that�purpose.

Several�data�are�generated�by� the� sensors,�and� the�volume� is�often� large.� However,�not�all�
data�makes� sense� to�be� stored�on� the�blockchain.� This� is�a� research� challenge,�which� involves�
data�selection�and�merging,�as�the�blockchain’s�storage�capacity� is� limited.� To�get�around�this�
situation,�relational�databases�can�be�used�as�a�complement�to�the�applications.

Regarding�the�financial�cost,�storing�the�data�on�a�public�blockchain�would�have�an�associ-
ated�cost.�This�was�yet�another�reason�to�use�a�permissioned�and�private�blockchain.�However,�
there� is�a�cost�to�maintain�the� infrastructure�between�the� involved� institutions.

In� order� to� fully� serve� a� real� e-health� application,� further� study� on� the� e-health� sub-areas�
to�be�used� is� still�needed.� There� are�many� sub-areas,� so� the�number� of� features� is� also�high.�
The� integration� between� di↵erent� systems� and� between� di↵erent� data� formats� also� becomes�
a� challenge,� especially�when� considering� issues� of�performance� and� quality� of� service.� In� this�
scenario,�the�use�of�IoT�and�blockchain�must�be�carefully�designed�so�as�not�to�harm�the�entire�
e-health�environment.

5� Conclusions�and�Future�Work

This�work� presented� an� architecture� for� integrating� IoT� and� blockchain.� Thus,� with� its� im-
plementation,� it�will�be�possible� to�perform� the�flow�of�operations� from� the� collection�of�data�
originating�from�sensors�to�its�availability�through�a�web�or�mobile�application.�A�prototype�of�
an�e-health�application�was�developed�to�validate�parts�of�the�architecture.

This�work�contributes� to� the� spread�of�blockchain� technology�and� its�application.� In�addi-
tion,� the� proposed� architecture� can� be� applied� to� several� domains� using� IoT� and� blockchain.�
This�work� is�at�an�early�stage,�and� it� is�possible�to�try�several�technologies�related�to� IoT�and�
blockchain.�There� is�a�need�to�have�a�deeper�study�on�the� integration�of�actuating�and�sensing�
devices� to� further� characterize� the� relationship�with� IoT,� and�how�data� can�be� stored� on� the�
blockchain.� It� is�also�necessary� to�have�a� study�more�appropriate� to� e-health�applications,� so�
that�prototypes�can�be�developed�that�benefit�well�from�the�technologies� involved.�All�of�these�
tasks�consist�of� future�work.

Also�as�future�work,�we�intend�to�fully�implement�the�architecture�in�a�more�robust�e-health�
application�and�consequent�performance�evaluation.� For� its�evaluation,�this�will� initially�occur�
through�the�use�by�users�specialized�in�e-health�and�also�an�analysis�of�application�performance�
according�to�di↵erent�workloads�applied�to�the�environment.
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Abstract

Resource allocation is an essential design aspect for current systems and bandwidth
allocation is an essential design aspect in multi-protocol label switched and OpenFlow/SDN
network infrastructures. The bandwidth allocation models (BAMs) are an alternative to
allocate and share bandwidth among network users. BAMs have an extensive number of
parameters that need to be defined and tuned to achieve an expected network performance.
This paper presents the BAMSim simulator to support the network manager decision
process in choosing a set of BAM configuration parameters for network design or during
network operation.

1 Introduction

The allocation of resources is an essential aspect in designing existing systems like the internet

of things (IoT), smart cities, smart grid, and new generation 5G and 6G systems [5]. Band-

width is a resource allocated for network substrates that use links between switching nodes to

support user communications. Bandwidth allocation is an essential aspect of design in broadly

used network infrastructures like multi-protocol label switching (MPLS) network and network

infrastructure deployment approaches using OpenFlow/SDN to control level-2 switches or any

other switching equipment [4].

The bandwidth allocation models (BAMs) are an alternative to allocate and share band-

width among network users grouped in tra�c classes representing their communication require-

ments [6]. BAMs are mostly used in networks with limited bandwidth in which there is no

over-provisioning for the communication links [11].

This paper presents the BAMSim bandwidth allocation model (BAM) simulator to support

the network manager decision process in choosing an appropriate set of BAM configuration

parameters during network design and operation.

2 BAMSim Simulator

The BAMSim is specifically oriented to support the allocation of bandwidth on MPLS networks

according to the DS-TE (Di↵Serv Aware - Tra�c Engineering) style proposed by Faucher et al.

[2]. In summary, the DS-TE style means that bandwidth is allocated by tra�c classes (TC),

with each TC having a bandwidth constraint (BC).

The BAMSim processes every new LSP demand for the network. The BAM model decides if

the LSP is created (allocating bandwidth) or rejected. LSP’s requests can be granted, blocked,

or preempted depending on the tra�c class bandwidth available. Abstractly, an LSP has its

starting time, duration, TC, and required bandwidth. The execution module is optionally

available to interface the BAMSim simulator with a physical or an emulated network like the

MiniNet with OpenFlow-based network control.

BAMSim facilities include: i) The support of MPLS signaling protocol features like LSP

establishment, LSP teardown, LSP block and LSP preemption; ii) Network topology defini-

tion; iii) Path computation with static matrix and Constrained Shortest Path First (CSPF)
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Figure�1:� BAMSim�Architecture�and�Internal�Modules

route� computation;� and� iv)� Input� tra�c� generation� (with� poisson,� exponential� and� uniform�
distribution�and�deterministic�tra�c).

BAMSim�supports�the�basic�BAM�models�Maximum�Allocation�Model�(MAM)�[2],�Russian�
Dolls�Model� (RDM)� [3],� and�AllocTC-Sharing� (ATCS)� [10]� and� the� generalized�BAM�model�
(GBAM)� [8].� The� advantages� of�BAM�dynamic�model� switching� and� reconfiguration� are�dis-
cussed� in� [11]� [9].

The�BAMSim�has�a�modular� internal� structure� implemented� in�Java.� The�BAMSim� simu-

lator� is�available�at�https://github.com/rfreale/BAMSim.
BAMSim� related�work� includes� the� simulation�of�BAM�models�based�on� the�NS� (Network�

Simulator)�presented�in�Adami�et�al.� [1].�The�NS�module�developed�simulates�MAM�and�RDM�
BAM�models.�Compared�with�Adami’s�NS-based�module,�the�BAMSim�simulator�extends�the�
simulation� of�BAM�modules� to� all� existing�models.� To� the� limit� of� our� knowledge,� no� other�
BAM�simulator�as�developed�since�then.

3� BAMSim�Architecture�and�Operation

The�BAMSim�architecture�and�main�modules�are� illustrated� in�Figure�1.
BAMSIM�architecture�is�modular,�configurable,�and�flexible.�The�simulator�code�allows�the�

inclusion�of�functionalities�by� integrating�new�modules.�The�BAMSim�allows�the�configuration�
of�various�simulation�parameters�like�simulation�time,�the�simulation�runs,�number�of�generated�
LSPs,� LSP� duration� time,� simulation� stop� conditions,� and� pseudo-aleatory� seeds� for� tra�c�
generation.� BAMSim�flexibility� includes� its�capability�to� import�topologies� like�NSFNet,�NTT�
(Nippon�Telegraph� and�Telephone�Corporation),� define� file-based� customized� topologies� and�
define�routing� in�the�MPLS�network�with�static�matrix�or�protocol�computed�routing�based� in�
protocols� like�the�CSPF.

The�MPLS�modules�abstractly� implement�the�main� functions�of�an�MPLS�network�such�as�
establishment,�preemption,�devolution,�and�blocking�of�LSPs�by�tra�c�class�(TC)�through�its
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interaction with the BAM, topology, path and routing modules in a configurable way.

The BAM module implements the BAM models. A GBAM-based implementation was used

in the BAMSim to allow the implementation of all existing BAM models with its operational

characteristics and behavior. Another important aspect of using GBAM is that it allows the

on-the-fly switching of BAM models to adequate input tra�c dynamism, as discussed in [11].

The cognitive module supports the use of machine learning techniques in assisting BAM

parameters configuration and BAM model switching according to network tra�c and state

conditions and according to the objectives defined by the network manager. In the current

BAMSim implementation, a Case-based Reasoning (CBR) module is implemented using the

jColibri framework [7].

The topology module represents the MPLS network routers and links in an abstract way.

The module represents routers interconnection as well as link bandwidth and active tra�c

classes per link. Topologies can be configured manually or imported by text files.

The routing module enables path selection by integrating a path selection algorithm. The

BAMSim can use the CSPF or manually configured path selection algorithms. The routing

module is developed in rJava, which allows us to explore the R language resources.

The status and statistics module monitors the states of the network elements and generates

statistics and graphics with a Round Robin Database (RRD) using the jRobin library. Statistics

are recorded in RRD files since RRD data and charts are intuitive for network managers and

used in traditional network monitoring tools.

The tra�c generator module allows BAMSim to generate random tra�c profiles through

probability functions such as uniform, Poisson, exponential, logarithmic, and deterministic

tra�c for DEBUG and tra�c imported from real networks.

4 BAMSim Simulator Application Scenarios

Using BAMSim for BAM-based network design tuning means to evaluate how the configured

input tra�c impacts the MPLS network performance parameters like LSP preemption, LSP

blocking, and link utilization for distinct BAM models. Table 1 illustrates a simulation scenario.

Table 1: Input Tra�c - Simulation Pattern Example

Tra�c Profile 1 2 3 4 5 6
TC0 High Medium Low High
TC1 Low Low Medium High
TC2 Low High High High

Link utilization < 90% >= 90%

The simulation defines six input tra�c profiles with 1 hour each. The first three tra�c profile

combinations alternate the need for sharing bandwidth between TCs and allows to assess what

is the best BAM model option (MAM, RDM or ATCS) for each tra�c profile. The last three

input tra�c profiles force link overload and allow to verify network performance parameters

(blocking, preemption, other) and link utilization conditions for distinct BAM models and tune

the one that best suits the network manager objectives.

Another BAM-based network-tuning possibility is to reconfigure the tra�c class (TC) band-

width constraints (BC) and, by simulation, to evaluate how the network performance parame-

ters behave for di↵erent BAM models.

BAMSim configuration is a straightforward task executed by command line (text file scripts)

and GUI-based instructions to the simulator. For example, consider the simulation for a point-
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to-point MPLS topology with two routers connected by a network link. BAMSim configura-

tion steps include the definition of the network topology (file scripts), input tra�c generation

characteristics, routing matrix, simulation stop criteria, BAM model and BAM configuration

parameters. Script command syntax and semantics are obviously specific to the BAMSim. For

example, PTP � 2n� 1e is the topology name with two nodes and one link between routers 0

and 1. Additional syntax and semantics information is available with the BAMSim code.

The BAMSim simulator’s utilization to facilitate the learning curve of the BAM configura-

tion process is another relevant application scenario. The BAM teaching simulator’s focus is

now to allow the modification of the BAM configuration parameters and visualize their e↵ect

on the network performance. An application program, based on the BAMSim, was developed

with this purpose and is available at https://github.com/rfreale/BAMSim/tree/Education.

5 Final Considerations

The BAMSim, in general, aims to facilitate the design process of bandwidth allocation in

network infrastructures and foster the BAM-based bandwidth allocation learning curve. The

BAMSim simulator facilitates the manager decision process in choosing the best BAM model

and its operating parameters.
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Modelos de Alocação de Banda como Mecanismo de Provisionamento de Recursos em Redes
IP/MPLS. Revista de Sistemas e Computação, 5(2):144–155, December 2015.

[7] E. Oliveira, R. Reale, and J. Martins. Cognitive Management of Bandwidth Allocation Models
with Case-Based Reasoning - Evidences Towards Dynamic BAM Reconfiguration. In Proceedings

of the IEEE Symposium on Computers and Communications, pages 397–403, June 2018.

[8] Rafael Reale, Romildo Bezerra, and Joberto Martins. G-BAM: A Generalized Bandwidth Allo-
cation Model for IP/MPLS/DS-TE Networks. International Journal of Computer Information

Systems and Industrial Management Applications, 6:635–643, 2014.

[9] Rafael Reale, Romildo Bezerra, and Joberto S. B. Martins. Applying Autonomy with Bandwidth
Allocation Models. International Journal of Communication Systems, 29(13):2028–2040, 2016.

[10] Rafael Reale, Walter Neto, and Joberto Martins. AllocTC-sharing: A New Bandwidth Alloca-
tion Model for DS-TE Networks. In Proc. of the 7th Latin American Network Operations and

Management Symposium, pages 1–4, October 2011.

[11] Rafael Freitas Reale, Romildo Martins Bezerra, and Joberto S. B. Martins. Analysis of Bandwidth
Allocation Models Reconfiguration Impacts. In Proceedings of the III International Workshop on

ICT Infrastructures and Services (ADVANCE), pages 67–76, 2014.

42

https://github.com/rfreale/BAMSim/tree/Education


Task Scheduling Model for Fog paradigm 
Celestino Barros1,*, Victor Rocio2, André Sousa3 and Hugo Paredes4

1University of Cabo Verde; celestino.barros@docente.unicv.edu.cv 
2INESC TEC and Open University of Portugal; vitor.rocio@uab.pt 

3Critical TechWorks; asousa@roundstone.pt 
4INESCT TEC and University of Trás-os-Montes and Alto Douro; hparedes@utad.pt 

Abstract 
Task scheduling in fog paradigm is highly complex and in the literature, there are still 

few studies. In the cloud architecture, it is widely studied and in many researches, it is 
approached from the perspective of service providers. Trying to bring innovative 
contributions in these areas, in this paper, we propose a model to the context-aware task-
scheduling problem for fog paradigm. In our proposal, different context parameters are 
normalized through Min-Max normalization; requisition priorities are defined through 
the application of the Multiple Linear Regression (MLR) technique and scheduling is 
performed using Multi-Objective Non-Linear Programming Optimization (MONLIP) 
technique. 

1 Introduction 
The growth of mobile devices and the evolution of the Internet of Things (IoT) have stimulated the 

growth of devices connected to the Internet. This growth tends to increase significantly. On the other 
hand, several of these devices run applications that requires a part of the processing to run in large, 
centralized datacenters known as cloud. However, due to centralization and physical distance from end 
user¶s devices, it causes an increase in communication latencies and harms applications that require 
real-time responses. To minimize cloud processing by adopting local processing strategies and allow 
solving cloud limitations, different techniques have been proposed. One of such technique is the use of 
the fog computing paradigm [1].  

According to [2], many of the task scheduling algorithms in the cloud architecture and fog paradigm 
found in the literature do not describe how the priority is defined, do not explain the method used to 
prioritize tasks, nor do they define the prioritization of tasks based on context information, and many 
defend the perspective of service providers. Others are applied in grouped tasks to decrease execution 
time. Some optimize only QoS. Others explore only some contexts. The author also claims that they 
allow solving many problems. 

The main objective of this paper is proposing a model of context-aware task scheduling algorithm 
for the fog-computing paradigm. To achieve its main objective, some specific objectives were defined 
to contextualize concepts such as fog computing; task scheduling and context-aware; standardize the 
different context parameters using Min-Max normalization; define the priorities of the requests through 
the application of the MLR technique and optimize the scheduling using the MONLIP technique. 

This paper is organized in four sections: In the first section, we introduce the paper, in the second 
section we deal with the contextualization of the subject. In the third section, we describe the contexts 
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envisaged, the model and the proposed architecture. In fourth section, we addresses the conclusion of 
the paper. 

2 Background 
Mobile computing provides users with several utilities, allows portability, supports applications of 

various interests, and has several limitations such as scarcity of resources, reduced battery life, among 
others [2]. In recent years, several architectures have been proposed to solve these limitations, being 
cloud computing one of them. Despite the advantages, cloud is centralized and for optimization of 
energy and communications costs, the processing is done in concentrated data centers. To solve these 
inconveniences, several paradigms have been presented. Among them is fog computing, which aims to 
make the services offered by the cloud available at the edge of the network [3]. In this section, we 
contextualize and discuss concepts such as fog computing, context-aware and design of task scheduling 
algorithms.  

2.1 Fog computing 
According to [3], fog computing is a new paradigm that aims to overcome the limitations of cloud 

by providing services at the edge of the network. In [2], it is broadly defined and emphasis is given to 
some characteristics such as geographical distribution, predominance of wireless access, heterogeneity, 
distributed environment, among others. As reported in [1], it is: “A horizontal, system-level architecture 
that distributes computing, storage, control and networking functions closer to the users along a cloud-
to-thing continuum.”  

In the opinion of [4], fog computing from the perspective of mobile computing, aims to provide a 
cloud-like facility. However, lighter, closer to the users of mobile devices, it can serve these users 
through direct connection, shorter, compared to the cloud connection.  

2.2 Context-aware and fog computing 
According to [2], in mobile computing, the context of a user is very dynamic. In [5], a definition, 

the context categories and context sensitive applications are made available. Information and services, 
information marking with context and automatic service execution methodology are still presented as 
well as the survey of the state of the art regarding context-aware computing. 

Bazire and Brézillon in [6], define the context as a set of constraints that influence the behavior 
relating to a given task. The context definition most used today, even in other fields, as in the 
operationalization was given by [7]: 

³ConWe[W iV an\ informaWion WhaW can be XVed Wo characWeri]e Whe ViWXaWion of an enWiW\. An enWiW\ iV 
a person, place, or object that is considered relevant to the interaction between user and an application, 
including the user and applications themselves´ [7] (p. 45). 

In mobile computing, context refers to the processing environment, user environment, physical 
environment, relevant for the interaction between a user and an application, including the user and the 
applications themselves [8]. 

When mobile devices communicate with cloud, they face high network latency and high 
transmission power consumption [2]. They also state that in fog paradigm, mobile devices send tasks 
to fog nodes in order to be processed and returned the result. This process reduces the power 
consumption of the mobile device, transmission delay, among others. Due to the lower capacity of the 
fog nodes when compared to cloud, the tasks, which cannot be executed in the fog, are sent to be 
executed in cloud. 

2.3 Design of scheduling algorithms 
According to [2], scheduling is the allocation of resources needed to execute a task. In its design, 

we must consider some constraints such as dependencies between tasks, cost of tasks and the location. 
It also guarantees that scheduling decisions can be Static - where decisions about scheduling are made 
during the compilation. On the other hand, it can be dynamic - where information about the state of the 
task flow is used at a given time during execution for the scheduling decisions. It is the best approach. 

5BTL�4DIFEVMJOH�.PEFM�GPS�'PH�1BSBEJHN #BSSPT�3PDJP�4PVTB�BOE�1BSFEFT
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However, these problems are computationally demanding, require a strategy of parallelization and 
dynamic load balancing [2]. 

3 Proposed model and architecture 
We assume that an appropriate code offloading technique (e.g. MAUI defined in [9], COMET 

presented in [10], among others) is being run on mobile devices in order to make the best decision as 
to whether or not to offload codes and which fog nodes [11].    

We consider that a request includes battery level, QoS information and network signal values. We 
also assume, as in [4] that fog provides greater computing capabilities than mobile devices and can 
extract the contexts associated with the requests and make the scheduling decision accordingly. 

Musumba and Nyongesa in [8], define the main contexts that can be explored in any mobile 
computing environment as: network connection; available processors; battery level; location; network 
bandwidth; network traffic; leased of Virtual Machines (VM) and application QoS requirements. 

In our domain of the problem, the contexts of the service providers because we do not know them 
were ignored. In addition, after offloading the tasks in the fog nodes, it becomes unnecessary to consider 
the processors of the mobile device. The location of the device also does not affect the scheduling, as 
well as network traffic and bandwidth that are the same for all users. Based on these criteria we 
considered three context parameters: battery level, signal-to-noise network interference ratio (SIN) and 
application QoS. 

In the following subsections, we illustrate and discuss the model and architecture of the proposed 
solution.  

3.1 Proposed model 
The fog nodes, with our proposal activated, consists of three units: Context Information Retrieval 

Unit, comprises an architecture, as defined in [12]. It retrieves context information (Ci) from each 
request ( 𝑟 ∈ 𝑅 ). The recovered context information is forwarded to the Context-Aware Task 
Prioritization Unit, which estimates the value of the context priority (Pr) for each individual request 
𝑟 ∈ 𝑅 and routes it to the QoE and Context-Aware Scheduler Unit, which schedules tasks to be executed 
in VMs so that QoE is optimized. Figure 1 shows the different units of the proposed model.  

Figure 1: Proposed model. 

3.2 Architecture of the proposed model 
The fact that the context parameters associated with a request are heterogeneous makes it difficult 

to explore the context information in the scheduling. To solve this problem, in Han, Kamber and Jian 
[13], a context heterogeneity resolver is proposed, which processes several parameters, in a normalized 
interval, through Min-Max normalization, where each request is prioritized based on its context values. 

The Context-Aware Task Prioritization Unit is composed by Context Repository, which stores 
context information of current and previously received tasks and Context Forecasting Unit, exploits the 
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context information at a given time and feeds the Forecast Table. Thus, we manage to eliminate the 
heterogeneity of the context information in the feeding of the forecast table. 

The Forecast Table provides a data set for the MLR analysis which aims to define the priority of 
requests.  

Figure 2: Context-Aware Task Prioritization Unit architecture of the proposed model. 

Figure 2 shows the architecture of the Context-Aware Task Prioritization Unit of the proposed 
model. 

3.3 Optimization of application scheduling 
In order to optimize QoE, the proposed model explores the context priority (Pr) of the request 𝑟 ∈

𝑅 and its estimated execution time duration (Tr,v) to define the scheduling of this request 𝑟 ∈ 𝑅 in an 
VM, 𝑣 ∈ 𝑉. We also explore the number of scheduling intervals (Ir), in which a request is delayed its 
scheduling since its arrival, in order to avoid the starvation situation. 

One of the objectives of this paper consists of scheduling requisitions, 𝑟 ∈ 𝑅 in VM, 𝑣 ∈ 𝑉, in 
order to optimize the QoE for all the requisitions in a certain scheduling interval. 

The OF is defined according to equation 11. 

𝒎𝒊𝒏࢜,࢘  
𝑷࢘ ∗ ࢜,࣒࢘

𝑰࢜࢘∈𝑽࢘∈𝑹
(1) 

This equation indicates that the QoE can be optimized by minimizing the sum of their execution 
times. It also takes into account the priority execution of the tasks with higher priorities by minimizing 
the sum of the priorities of all requests, since the lower the result, the higher the priority obtained. 
Moreover, the sum of the inverse values of (Ir), ∀𝑟 ∈ 𝑅 shows that the requisitions, in which their 
scheduling has been postponed in a given interval, will have higher priority to be scaled in the current 
intervals, thus mitigating the starvation situation. 

4 Conclusions 
The main purpose of this paper of this paper is proposing a model of context-aware task scheduling 

algorithm for the fog-computing paradigm. To accomplish the main objective, the following piecemeal 
objectives were achieved: 

x We defined some concepts such as fog computing paradigm, context-aware and task
scheduling. We intend to contextualize the main theories and concepts related to this paper.

x We propose a model that uses Min-Max normalization, to normalize the different context
parameters and solve the problem of heterogeneity of device and application contexts. The
MLR analysis was used to define the priority of the context of the requests, which allows the
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availability of a set of hypothetical data. The optimal scheduling of requests to optimize QoE 
was solved by using the MONLP technique. 

All proposed objectives were achieved. We consider several context parameters. Others, however, 
can still be pondered in order to analyze their influences on the scheduling. 
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Abstract 
Software-Defined Networks (SDNs) have been used in the last decade as a solution 

to provide greater flexibility in controlling traffic being distributed over a network, 
promoting the reuse and optimization of network resources. SDN´s architecture 
decouples routing intelligence (Control Plane) from routing functions (Data 
Plan/Forwarding Plane), through a component called SDN controller which centralizes 
the Control Plane. Therefore, it is required that the controller´s performance and 
functions provide an optimal integration with both Forwarding Devices (Network 
Elements) and with the support to new applications to be proposed within the context of 
software-defined network paradigm. Nevertheless, the rapid development of this 
paradigm and the increasing availability of different controllers within the market 
makes it difficult to choose a suitable one. This paper compares briefly the top six SDN 
controllers according to the market preference, looking not only to unveil some 
theoretical aspects but also to have an insight about their market acceptance. 

1 Introduction 
According to Kreutz et al [1], SDN is an emerging network paradigm that allows to overcome the 

limitations of current network infrastructures, being defined as a four pillars network architecture: 
Data and Control Planes are decoupled, the routing decisions are flow-based instead of destination 
based, the control logics is executed by an external entity called SDN Controller and, the network is 
programmable through software applications running on the top of the SDN Controller. According to 
the literature review some efforts were carried out to compare the available SDN Controllers. In [1], 
Kreutz et al conducted a generalized systematic review of the SDN paradigm and its technological 
aspects. Nevertheless, this review was not oriented to a comparative study of controllers according to 
the market perspective. In [4], a systematic review of the SDN controllers and a comparative 
approach was based on some criteria such as learning curve, supported APIs, documentation 
availability, Openflow version, among others. Unfortunately, this work does not carry out a 
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comparative classification among the presented controllers and this approach does not focus on the 
market view perspective, which is important for the acceptance of any technology. At last, Salman et 
al [3] present a comparison among SDN controllers considering criteria such as programming 
language, documentation, modularity and performance, also not performing a market-oriented 
comparison. The main contribution of this paper is the comparative review of the available SDN 
controllers and their main features, beyond technical and functional perspectives, but also with a 
market acceptance perspective, documentation availability and OpenFlow support. Therefore, we 
present a comparative qualitative and quantitative review with a hybrid academic and market 
perspectives of the top 6 SDN controllers currently available.  

2 SDN Controllers 
According to Zhu et al [2], an SDN Controller is the core component of any SDN infrastructure, it 

has the overall network perspective that includes all devices in the data plane. The controller connects 
these resources with management applications and executes flow control actions dictated by the 
application policies throughout the devices of the data plane. Figure 1 illustrates the overview of the 
architecture of an SDN controller and its main components. Other important components in this 
architecture are the East-West bound interfaces. East-West bound interfaces are also used to 
communicate with third party APPs and others SDN Controller. 

Some important functions in an SDN network operating system are providing abstractions, 
essential services and providing application programming interfaces to support network 
programmability. Therefore, being at the top of the control plane, the generic functionalities in an 
SDN controller can be offered as services such as: network state, network topology information, 
device discovery and configuration distribution and network actuation/reconfiguration. Some of the 
main characteristics of SDN Controllers are: (1) Architecture and Design Axes, determining a 
centralized or distributed design providing a higher flexibility and performance to the traffic; (2) 
East/Westbound APIs, which are essential components including functions such as importing and 
exporting data between controllers, algorithms for data consistency models, monitoring and 
notification capability, etc.; (3) Programming languages, providing interoperability, multithreading, 
low learning curve, fast access to memory and good memory management are taken into account; (4) 
Support to Openflow and other protocols in the Southbound interface and network programmability. 

3 Top 6 SDN Controllers 
Classify SDN controllers is a challenge, since there are several criteria that can be applied and 

some of them are mutually exclusive. Thus, the results of this study aim to support market and 
academia acceptance of these SDN controllers. Each controller design has a different use case, since 
their utilization depends not only on their capabilities, but also on the cultural adjustment of the 
organization and project. In market big picture, according to Bort [5], Cisco incorporated Insieme 
Networks for $863 million in 2013, with an earlier investment of over $1 billion in the startup, at the 
time Cisco dominated about 70% of the switch and router market. Cisco, in 2012, had already 
acquired Cariden Tech for $141 million according to Whittaker [6], thus positioning itself in the SDN 
market and the new trends in network programmability. Juniper Networks bought Contrail Systems 
for $176 million in 2012, according to Meyer [7]. An overview could not be made without reporting 
forecasts on the SDN market. To fill this gap, Dean [8] and Framingham [9], based on the report 
produced by the International Data Corporation (IDC) about the global SDN market indicates a 
compound annual growth rate (Compound Annual Growth Rate - CAGR) of 53.9% between 2014 and 
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2020, which will worth about US$ 12.5 billion in 2020. The following classification was based on the 
parameters and criteria identified in this study, which consider both technical/academic criteria 
regarding market criteria indicating the adoption by manufacturers. In addition, based on the SDN 
Controllers research and classification carried out by Froehlich [10] and IT Central Station [11], the 
list of 6 top most SDN controllers in evidence in the  market is as follows: 

6°) HUAWEI AGILE CONTROLLER - Huawey SDN controller, component of its Cloudfabric 
Solution solutions, Based on ONOS. Strong point is its ability to interoperate with third-party 
platforms like Vmware vCenter and the broad support for the integration with Openstack platforms, 
another strength is its support to several protocols for SBI besides Openflow (up to 1.4), such as 
Restful, Restconf, Webservice, Snmp, OVSDB, JSON-RPC, and sFlow. Due to strict hardware 
specifications, it requires a large server sizing hardware: CPU 32 cores@2.4 Ghz, 32G memory, 
4*1200GB SAS HDD. As a week point, is your large hardware specification. 

5º) HP VAN SDN CONTROLLER - HP SDN Controller, also presentes a strict hardware 
requirements (minimum specifications proposed by HP is 2.2ghz server (intel Xeon or intel Core2 8-
core or equivalent)) with 16gb ram and 64gb minimum Storage. Strong points is a very rich API with 
excellent RSDoc documentation available and a marketplace with several utilities to expand functions 
via NBI. As a weak point, it only supports Openflow in SBI which greatly limits its applicability. 

4º) JUNIPER CONTRAIL - Juniper SDN controller, with end-to-end dynamic configuration and 
optimization application and control for any cloud infrastructure. Stront points are its extensive 
documentation, broad support in both SBI and NBI, integration with most cloud services such as the 
Contrail Cloud service, as well as Kubernets, Openshift and Mesos. It also supports Network 
Functions Virtualization, A hardware specification with x86 2.2ghz quad-core processor, 12gb RAM, 
2 tb HDD meets minimum specifications. As a week point is your high cost. 

3º) CISCO ACI (APPLICATION CENTRIC INFRASTRUCTURE) - Cisco SDN Controller, 
which makes up a set of SDN-applied IP solutions with full native Layer 2-7 integration that supports 
Vxlan as an extensible overlay/network logic protocol and NFV using GRE (NV-GRE).  Strong 
points are, the extensive case documentation (except for the little NBI documentation) available and a 
huge marketplace to provide e[tensions to the controller¶s native functions via NBI.As a server 
specification, cloud deployment support (AWS Cloud Support (M5.2x large with Storage Standard S3 
Storage and minimum hardware specifications for Baremetal server, 8vCPUs 2.1 Ghz Xeon, 32gb 
memory, 100gb SSD/300gb . As a weak point is your high cost. 

2º) OPENDAYLIGHT SDN CONTROLLER ± Linu[ Foundation¶s Zidel\ used opensource 
controller, is the basis for several proprietary controllers such as the Ericsson SDN Controller, Fujistu 
Virtuora, and others. Some of its strengths are its extensive protocol support in SBI as a service 
abstraction layer with support to a wide range of protocols such as Openflow, OVSDB, NETCONF, 
BGP, P4, LISP, SNMP, PCEP among others. Some of its weaknesses are the small and outdated 
documentation of the project on its original website. As for its server specification, 8-cores 64-bit 
CPU (Intel 64/AMD64) 20gb memory (recommended 3gb memory for each CPU core), 40gb disk. 

1º) ONOS SDN CONTROLLER ± The Open Network Operating System, is a Linux Foundation 
project and a leading open source SDN controller for building next generation SDN/NFV solutions 
and is the basis for several proprietary controllers like Huawei and good market acceptance. As a 
strength, is the very good documentation and adopt in market. Due to a very rich SBI support to 
Openflow, P4, NETCONF, TL1, SNMP, BGP, RESTCONF and PCEP protocols, ONOS places itself 
as one of the controllers with a wider range of SBI coverage. Another great strength is its low 
hardware requirement: 2x1.8 ghz CPU, 2 GB RAM, 10 GB hdd.  For this comparative study, is #1. 
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4 Conclusions 
     The comparative study of SDN controllers reveals that there are many options available, between 
free and proprietary software. The acceptability of SDN controllers was analyzed according to their 
support to multiple protocols in the SBI, support to different applications at NBI and wide 
documentation availability. Nonetheless, it is also important to understand the motivations behind the 
available platforms. Therefore, each designer has different use cases since their utilization depend not 
only on their functional capabilities, but also on the cultural adequacy of the organization and the 
project to be applied on. Among the compared SDN controllers ONOS, ODL and CISCO ACI were 
considered the 3 top-most controllers accepted by the market according to the adopted criteria. 
Nevertheless, the differences in these criteria from one controller to other criteria can be very subtle, 
in particular, concerning their technical requirements. For this reason, the adopted criteria were useful 
to come to a decision. As future work, the context of this article indicates a constant update of the 
table I due to the dynamic evolution of the related technologies and also of the market oscillations. 
Opensource projects can oscillate in criteria, requirements and functionalities as well as proprietary 
designs may also be simply for market reasons, discontinued by their respective owners thus making a 
classification of SDN controllers beyond a complex task due to the number of possible criteria and the 
dynamic aspect of these, we can also add the dynamic aspect of the market, which brings this 
relationship into line with the time of publication and needs to be updated periodically. Also as future 
work we can include the criterion of adoption of SDN controllers in 5G projects (In Core, Edge, 
Access/RAN) that size also has the same issues of temporality and technological paradigms 
mentioned above, as well as the fact that, would lead to a greatly increased ratio of controllers, 
changing the comparative context from TOP 6 to TOP 10. 
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Abstract

Blockchain is currently a technology that has been attracting a lot of attention both in
academia and industry. Several areas of expertise are benefiting from blockchain due to its
characteristics, such as data security, decentralization, traceability and immutability. The
objective of this work is to present the use of a blockchain allowed with the implementation
of a prototype in the context of e-health applications. Preliminary results indicate that
blockchain can be well used for e-health applications, integrating with other technologies.

1 Introduction

Blockchain is a technology that is currently increasingly strengthening as a distributed database

technology, becoming widespread both in academia and in industry. With the popularization

of the digital currency Bitcoin proposed by Satoshi Nakamoto [8], several sectors became target

of research for the insertion of this technology in applications that need characteristics, such

as: decentralization, reliability, traceability and immutability [12].

Blockchain technology is a decentralized network (P2P) that has its own layer of protocol

messages for node communication. Transactions stored on the network are encrypted and stored

in blocks. Each block has a reference to the previous block, which allows a temporal ordering

of transactions [5]. According to the use and development of blockchains networks in di↵erent

fields, two types of blockchains have arisen that are used according to the needs of each appli-

cation, which are: Permissionless Blockchains (public), characterized by the permission that is

given to any network participant to read or send transactions, and Permissioned Blockchains,

which are characterized by the need that the nodes have to be accepted in the network to carry

out operations. This last type of blockchain is used when data preservation is necessary, such

as in the health sector [1].

In literature, several articles have dedicated themselves to implementing solutions using

blockchain technology [7] [6]. In [7], the authors proposed the permissioned blockchain platform

Hyperledger Fabric for the safe and reliable sharing of electronic patient records. As a result

of the proposed work, it was shown that Hyperledger removes the lack of trust between health

centers, doctors, public health departments and hospitals. The authors of [6] focused on allowing

an increase in the degree of confidence patient health data. This solution was proposed through

an architectural solution based on blockchain for granting permission to access health data

obtained from a Patient Monitoring System (SMRP).

E-health has increasingly explored the monitoring technologies to improve the e�ciency of

healthcare professionals in treating patient [9]. The objective of this work is to present the use

of applications with permissioned blockchains, in the context of e-health domain, and present

an experiment that uses the Hyperledger Fabric blockchain platform [3].

This work is divided into the following sections: Section 2 presents the methodology and

design of the experiment; in Section 3, the results are shown; and finally, in Section 4 the

conclusion is presented.
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2� Methodology�and�Design�of�Experiment

In�2015,�a�collaborative�project�of�the�Linux�Foundation�emerged�that�aims�to�develop�several�
open�source�frameworks�and�tools�for�permissioned�blockchains�in�a�modular�way,�called�Hyper-

ledger.� The�use�of�permissioned�DLTs� (Distributed�Ledger�Technology),� such�as�Hyperledger,�
is�justified�by�the�need�that�solutions�require�some�features,�such�as:� data�security,�faster�trans-
actions� and� reliable� network� of� participants.� Notable� cases� of� these� applications� are:� supply�
chain,�property�registration�and�patents� [4].

Hyperledger� Fabric� is� one� of� the� technologies� of� Hyperledger.� In� this� technology,� it� is�
possible�to�implement�a�modular�and�pluggable�architecture�in�which�it�allows�the�use�of�several�
programming� languages� for�the� implementation�of�smart�contracts�used�by�applications.�With�
Fabric,� it� is� also� possible� for� a� network� to� contain� chains� of� isolated� blocks� that� allow� the�
partition�of�di↵erent�participants�and�executable�codes� for�smart�contracts� [10].

Smart�contracts,� in�Fabric�called�chaincodes,�are�executable�codes,� invoked�by�a�client�ap-
plication�outside�the�network,�responsible�for�leveraging�blockchain�technology.�They�are�a�col-
lection�of�code�and�data�deployed�using�cryptographically�signed�transactions�on�the�blockchain�
network� [2]� [13].

In� this�work,� smart�contracts� (chaincodes)�are�used� to�perform�operations�of� insertion�and�
reading� of� information� in� a�Hyperledger� Fabric� network.� This� information� is� related� to� the�
identification�of�patients.� The�application� that� interacts�with� the�blockchain�network�has� the�
responsibility�to�collect�data�that�comes� from�patients�and�store� it�on�the�network,�simulating�
the�creation�of�an�electronic�medical�record.�With�this�action,�it�is�possible�that�the�information�
will� become� practically� immutable� and� used� in� audits,� provided� that� access� to� this� data� is�
requested�and�authorized.

The� use� of� blockchain� technology� in� applications� like� these� allows� the�monitoring� of� the�
history�of�medical�visits,� the� study�of� the�development�of�diseases�and�even� the�assessment�of�
people’s�quality�of� life,�as� it� facilitates� the�management�of�consultations� in�health� institutions�
[11].

For� this� article,� the� prototype� of� an� application� that� inserts� data� from� a� patient� into� the�
Hyperledger�network�was� implemented,�with�the�purpose�of�simulating�the�registration�of�elec-
tronic�medical� records.� In� this�application,� it� is�possible� to�carry�out� transactions� responsible�
for� the� registration�of�a�new�patient,� recovery�of�all� registered�patients�and� the� search� for� the�
history�of�medical�records�by�the�patient�ID.

3� Results

In�this�section,�the�results�of�the�application�prototype�mentioned�above�will�be�presented.
In�Figure�1,�it�is�possible�to�analyze�the�application�prototype.� In�Figure�1(a),�the�fields�that�

collect� the�patient’s�data�are�presented,�which�are:� ID� (acting�as� the�key�of� the� transaction),�
Name,� Age,� Institution� (represents� the� health� institution� in� which� the� patient� is� visiting),�
Information;�Document�(this�field�makes�it�possible�to�upload�a�file�to�complement�the�medical�
record� information,�only�the� link�to�that�file�will�be�stored�on�the�network).

Figure� 1(b)� shows� a� list� of� patients� that� are� stored� in� the�Hyperledger� network.� Even� if�
there� is�more� than�one� registration�with� the� same� ID,� the� search� for�a� transaction�will� return�
the�data� informed� in�the� last�transaction�of�the�searched�key.

Figure� 1(c)� shows� the� transaction�history.� For� this� function,� the�Hyperledger�network� re-
turns,� linked� to� each� transaction,� a� value� called� timestamp� that� indicates� the� time� stamp� in�
which�that�transaction�occurred.�Through�this�feature�it�is�possible�to�obtain�a�patient’s�history
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(a) (b)

(c)

Figure 1: Application screens (in brazilian portuguese)

(a) (b)

Figure 2: Data returned from the Hyperledger Fabric network

by searching for the key. In Figure 1(c), transactions with time marks are shown for the patient

with ID 123.456.789-01.

All three operations carried out with the network discussed in the previous paragraphs were

done by executing chaincode executable codes, implemented in the javascript language.

Figure 2 presents the return obtained after the execution of the operations with the net-

work. In Figure 2(a), part of the network response is shown when a request is made to list all

transfers and in the Figure 2(b), the answer that contains the history of the patient whose ID

is 123.456.789-01.
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4 Conclusion

This work presented the use of a permissioned blockchain through an application prototype that

performs the registration of electronic medical records. The focus of the prototype was to use

the Hyperledger Fabric platform to track medical visits by patients in healthcare institutions.

This research is at an early stage, but preliminary results indicate that blockchain can be well

used for e-health applications, integrating with other technologies.

This work collaborates with the disclosure of permissioned blockchains and their applica-

tions. As future work, it is planned to complete the implementation of the application and

verify the performance of the network with di↵erent workloads.
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