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Description: 
Stochastic gradient descent methods are widely used in the field of machine learning and more particularly, to 
optimize the parameters of deep neural networks (deep learning). 
Most gradient descent methods aim to optimize a single function representing a single objective or a linear 
combination of multiple objectives. Recently, variants of gradient descent for multiobjective optimization have 
been proposed in the literature [1]. These methods have been used for multi-task learning [2]. 
We developed, in the AROB@S team, a multi-objective approach that aims to optimize the architecture of a 
neural network by removing neurons and connections between neurons during the learning phase to improve 
efficiency and model interpretability. The goal of this internship is to adapt this approach to multi-task learning 
using real data from electronic health records of patients admitted to intensive care units (MIMIC-IV) [4]. 
Hypernetworks [5] or multi-objective gradient descent [2] will be used for multi-objective optimization. 
 
Steps of the project: 
 

● Study of the multi-objective approach proposed in our team as well as state-of-the-art deep learning 
architectures based on attention mechanisms like Transformers [3]. 

● Adapt and implement the proposed approach to process time series and generate a Pareto front. 
● Apply the implementation to real-world time series data of patients while considering multiple tasks, 

including early predictions of sepsis. 
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