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Description:

Deep learning is a class of machine learning methods that is able to model data with different
levels of abstraction. These methods are mainly based on artificial neural networks. They have
enabled significant progress in several areas such as object recognition, signal analysis,
automated natural language processing, etc.

Despite their predictive power, deep neural networks are considered black boxes, which makes
their interpretation difficult, especially in sensitive areas such as healthcare.

Recently, there has been a growing interest in explaining these models [1], particularly in
extracting rules for interpretation. Researchers have proposed various methods aimed at
extracting symbolic decision rules from neural networks [2][3][4][5].

The objective of the project is to study the different existing methods and to propose a new method
for extracting rules from a deep neural network. The proposed approach will be applied to real
data extracted from electronic records of patients admitted to intensive care units to predict
“Sepsis” [6].

Project steps:
e Study of different approaches to extracting rules from neural networks.
* Proposition and implementation of a new rule extraction method from a neural network
that satisfy some desirable properties.
¢ Application of the implemented method to real data from patients admitted to intensive
care units to early prediction of “Sepsis”.
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