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Description:  
Precision medicine, also called stratified medicine, consists of mainly using the genomic 
characteristics of patients for personalized care. 
“Omics” technologies: genomics (DNA sequencing), transcriptomics (microarrays), proteomics, 
have considerably modified the scale of data and make it possible to generate massive quantities 
of genomic data on patients. These data can cover all the mechanisms involved in the variations 
that occur in the cellular networks that influence the functioning of organ systems in humans. They 
can be used for diagnosis, prognosis, prediction of personalized patient treatment, etc. 
Artificial intelligence, particularly machine learning, has become a promising tool over the past 
decade to support precision medicine in oncology. Deep learning, which is a subfield of machine 
learning, will play a major role in improving the accuracy of cancer susceptibility, recurrence, and 
survival predictions. 
As cancer is a heterogeneous disease, several subtypes can be identified. Treatments and 
diagnostics must be tailored to each subtype. In this project, we will focus on the prediction of 
subtypes of a common cancer in humans, bladder cancer. 
The aim of this internship, which is part of a collaboration between the IBISC laboratory and the 
Curie Institute, is to develop a multi-source and multiscale machine learning based on graph neural 
networks, in order to identify cancer subtypes and potentially discover new ones, using 
heterogeneous data sources representing different types of omics, images and clinical data 
associated with patients. 
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