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Abstract 
The rapid integration of large vision-language models (VLMs) into intelligent agent systems has 
unlocked remarkable capabilities across domains. These systems promise autonomy, adaptability, and 
multimodal understanding, positioning them at the frontier of real-world AI deployments. However, 
as their complexity and reach grow, so do the security and trustworthiness challenges they face. In 
this talk, I will explore the security and trustworthiness issues of contemporary VLM-driven agent 
systems, focusing on a range of emerging threats from adversarial perception attacks to prompt 
injections. I will illustrate how these vulnerabilities can be exploited in practice and what risks they 
pose to safety, privacy, and reliability. Then I will discuss some potential defensive strategies to 
enhance the resilience of these systems. This talk aims to provoke both technical insight and critical 
reflection on the secure development of next-generation AI agents. 
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