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Abstract. In this paper, we present arguments for the need of emotion
modelling and we define elements for a study in Human-Robot Interac-
tion (HRI) using music. We also propose an adaptation of our generic
model of emotions (GRACE) to give a precise idea of how to design
emotional intelligence for a robot with music-related abilities.

1 Introduction

Thanks to the rapid development of artificial intelligence (including pattern
recognition, speech processing, motion planning, machine learning, etc.), robots
nowadays have gained various abilities to do repetitive, meticulous, dangerous
tasks with high precision at great speed. Robots are thus greatly appreciated for
replacing human in everyday/industrial/outer space tasks.

Besides, robotic applications are also present in assistive tasks, where com-
fortable experience is in the first rank of exigencies. This entails demands on soft
skills for robots in order to deal with human mental states, to mimic human so-
cial interaction and to gain cooperation of human. Experimentations of robotic
applications have also shown the emotional rewards to human in interacting with
intelligent robots.

Moreover, various researches interested in music and emotions have claimed
that the emotional reward of music remains an important reason for the universal
appeal of music [2, 4]. So, can music be involved in human-robot interaction to
gain emotional rewards to human? This paper is an attempt to formulate such
a case study.

In section two, we highlight the main characteristics of HRI to be taken
into account in robotic application design. We present also in this section the
findings of emotional rewards during human-robot interaction and recent works
on emotion modelling in computer science. In section three, the first subsection
lists important elements to be focused on in studying the role of emotional
rewards in HRI using music. In the second subsection, we propose an adaptation
of GRACE, our generic model of emotions, in order to take into account these
elements. Finally, in section four, we give some perspectives for our study on
emotional rewards in HRI using music.



2 The State of the Art

Robotics, since the use of diverse robotic applications in human life, has been
opening large perspectives of multi-disciplinary works, e.g. machinery design,
control mechanism, beautiful appearance, intelligent reaction, good performance
of task accomplishment and also efficient interface of interaction (i.e. human-
robot interaction - HRI). This HRI itself is also a field of study where sev-
eral researches have been focused. The number of research projects on commu-
nication channels between human and robot (keyboard, mouse, voice, speech,
gesture, etc.) increases with time. Many of them have gained successes in im-
proving communication efficiency. Soon afterward, importance of the emotional
aspect of communication began to draw attention. Researchers in HRI started to
study/apply knowledge in emotion theories into their applications. In this sec-
tion, we will present advances in HRI research and the need of emotion modelling
in robotic applications.

2.1 Human-Robot Interaction - Need of emotion modelling

Natural and affective interaction - this could be considered as the principle goal
of all works on human-machine interaction. Being a specific branch of research
in human-machine interaction, research in HRI, specially HRI for robotic as-
sistance, is focused on such a kind of interaction. Kiesler and Hinds, in the
introduction of Special Issues in Human-Robot Interaction [10], mention some
important points to be considered in HRI research, particularly in robotic assis-
tance, which are:

– Anthropomorphic model : this relates to the need of using natural channels
of communication to facilitate the interaction of humans with the robot.
The more natural human-robot communication is, the better the robot gains
cooperation from human. Several channels could be considered such as voice,
speech, gesture, etc.

– Physically close to other robots, people, objects: usually, robotic assistance
involves human participation in a close distance. This characteristic has to
be seen as of major importance to study HRI. This importance appears in
the necessity of robots having abilities to work in a dynamic and challenging
environment. This interaction also entails the question of safety issues for
both human and robot during interaction.

– Sufficient knowledge of the context of use: this is for the design of an effective
interaction scheme to provide appropriate HRI applications that suit the
social/ethnical standards of the user. This also includes the robot’s abilities
to automatically learn about themselves and their world to well adapt to
changing situations.

Experimentations with intelligent robots have repeatedly demonstrated the
importance of emotional rewards in robotic applications. Since 2003, several
experiments with Paro [16], a seal-like robot, held in Japan, in United States of
America, in France, etc., have shown that people (elderly, children) experienced



some kind of comfortable feeling while interacting and living with robot Paro.
In a survey of Forlizzi et al. (2004) [20], emotional rewards were mentioned
many times when people talked about the capacity of assistive materials to
permanently keep elderly in connection with others (their relatives, their friends,
their neighbours, etc.).

Being encouraged from works of psychologists [1–3, 5] on the importance of
emotional reactions in the adaptation abilities of human, research in artificial
intelligence has begun studying the emotional intelligence of human and trying
to implement it in robots to render more natural behaviour and so to gain success
in interaction with human.

2.2 Researches in Modelling Emotions For Computerized
Applications

Advances in robotics and artificial intelligence have strongly changed the way
people experience computerized applications. With the discovery of emotional
rewards for human during interaction with his robotic equipments, research on
modelling emotions has come to life. This research direction requires to be based
on studies on emotion theories in psychology. Among several theories, some are
often used as basis by almost all works. These theories are the theory of Ortony
et al [8] on event appraisal, the theory of Lazarus [7] about appraisal and coping,
and the theory of Scherer [3, 6] about emotional processes.

In the aim of modelling and implementing emotions into computerized ap-
plication, several approaches have been explored. El-Nasr et al.[11] explored the
use of fuzzy logic to calculate emotional intensities. This model was implemented
in a simulation named PETEEI - a Pet with Evolving Emotional Intelligence.
Embodied Conversational Agents, such as ParleE (by Bui et al, 2002) [12], Greta
(Pelachaud, 2003) [17], GALAAD (by C. Adam, 2005) [19], have been developed,
taking into account the appraisal process of emotions and even personality traits.
There is also a framework for training applications called Mission Rehearsal Ex-
ercise, developed by Gratch and Marcella in 2004 [18], that provides virtual
scenarios for health intervention, marketing and entertainment. The emotional
aspect of this proposition is the adaptation of event appraisal and coping (two
important aspects of emotions, according to Lazarus [7]). Now come the appli-
cations in the domain of HRI. In 2002, C. Breazeal at MIT lab attempted to
establish an interaction between a robot and a human inspired by the relation
between a baby and his/her parents [14]. Emotions experimented are anger, dis-
taste, fear, sadness, and happinesss. Recently, MIT lab has also announced their
advance in modelling emotions into another robot named Nexi - a Mobile Dex-
terous Social Robot with more human-centric communication and interaction
abilities [15]. In 2008, we proposed a model of emotions for robotic applications,
called GRACE [21, 22]. GRACE is based on the psychological theories that we
mentioned previously. This model is considered generic as it can instantiate an-
terior models of emotions in the domain of computer science by using some of
its components. A comparison of these models of emotions can be found in [21].



3 Proposition for the Study on Emotional Rewards of
HRI Using Music

The universal appeal of music mostly comes from the emotional reward that
music offers to its listeners. According to Zentner in [4], emotional impacts of
music explain its prominent role in people’s everyday lives. In [2], music is as-
certained to have direct effects to treatment of emotion disorders. Now imagine
that a robot can detect the emotional state of its partner when he listens to the
music (or he plays the music) and then react in an appropriate manner, can this
robot enhance emotional rewards for its partner during/after this interaction?
This is the question we try to answer in our study.

To this end, beside the study of emotional impacts of music to human, we
need a model of emotions to implement the robot’s behaviour so as to enable an
emotionally rich interaction with humans. With GRACE, we already described
and modelled the emotional process for robots. However, the use of music during
human-robot interaction requires some specific adaptations. In this section we
study these requirements and propose modifications to suit the case of using
music.

3.1 Important Elements in Studying HRI Using Music

Given that the objective of our work is to study the mental rewards during
human-robot interaction using music, the interaction scenario will be between
a musician and a robot with music-related abilities. Thus, the desired robot
should be equipped with a cognitive process that helps it to perceive its partner’s
emotions via his music (and maybe his visible behaviour) and then to react
in an appropriate way. Important information used for the robot’s intelligent
behaviour in this study should be:

– The emotional interpretation of the music played by a musician: this repre-
sents the interpretation done by the musician. The robot has to know how
its partner feels via his music. As claimed in [4, 5], it is feasible to construct
a learning module that takes a piece of music as input and reproduces the
emotions probably experienced by a specific individual.

– The robot’s mental state (specifically personality trait of robot: introversive,
extroversive, aggressive, curious, etc.). This mental state has an important
impact on the selection of action alternatives. So, with the same emotional
state of musician (interpreted by the module of interpretation), the robot
can change its preferred tendencies of action based on its own mental state.
For example, if the detected emotion of the musician is sadness, then the
robot, if it is extroversive, can have action tendencies to show empathy to
its partner; but if the robot is aggressive, it could have tendency to disturb
the musician (like making noises, performing exciting movements, etc.).

– The robot’s current goals (excite its partner, get rid of him, disturbing ongo-
ing situation, etc.). This current goal gives hints to select preferred tenden-
cies. When the robot wants to excite its partner, it should prefer actions that
decrease the negative emotions of its partner and increase positive impact



(such as performing funny dances, showing empathy by dancing coherently
with the music played by its partner).

– Ability to guess future actions of its partner (the musician). This ability
allows the robot to predict upcoming events to better adapt its behaviour.
This could be done by deploying a prediction module based on a predefined
scenario or applying pattern recognition on the set of events over time.

To take into account important elements presented above, the model GRACE,
which remains abstract for general use case, will be adjusted and concretized
into an adaptation called MACE-GRACE (Music-adapted Architecture to Cre-
ate Emotions - GRACE).

3.2 MACE-GRACE - Adaptation of GRACE in the Context of
HRI Using Music

Being constructed by merging psychological theories on emotions and compu-
tational models of emotions, GRACE aims at simulating an entire emotional
process of human. The emotional process of GRACE is described in Figure 1:
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Fig. 1. Model GRACE - Generic Architecture to Create Emotions

For our study on emotional rewards in HRI application, some details must
be precisely pointed out:

– Sensation: this GRACE module does the collection of information necessary
for emotional processing. In our case, information collected will be musi-
cal stimuli (let’s call them ’musical events’) and environment information
required for robot safety verification.

– Physiological interpretation: this GRACE module simulates the physiological
symptoms of the emotional process (like temperature sensations, respiratory
and cardiovascular accelerations and decelerations, trembling and muscle
spasms) to show reflex reactions. In our case, only the safety of the human
and the robot will be verified in this module to ensure a good performance
of the robot; other physiological symptoms will not be taken into account.

– Cognitive interpretation: in GRACE, this module is in charge of analyzing
the emotion-eliciting events to have a global view of current situation (more
specifically, the emotion-related aspects of the current situation). Result of
this analysis is used to decide action tendencies to respond to events. In



our case, what we want in output of this module are the current emotions
expressed in the musical events played by the robot’s partner. We tend to
use a learning module here to analyze the musician’s emotions via his music.
The result of this module can help the robot to choose appropriate actions
to respond to the musical events.

– Mood : this component contains the robot’s current mental state, its current
stand faced to current situation, its current goals/needs in term of assigned
tasks and even its habits(e.g. its preferred action tendencies, preferred situa-
tion/events). To focus on the goal of our study (mental rewards for humans
during the interaction with a robot having music-related abilities), we will
code in this module only the robot’s goal/need, and a simplified mental state.

– Feeling : this module plays the role of memorization of the running process. It
captures the reaction of all components to events and is used as a database
for adaptation and memory recall abilities. In our study, this part would
store the musician’s attitude (history/personality of musician). This module
can help the robot to decide its preferred strategy of action in regard to the
attitude of musician.

– Intuition: this module of GRACE is supposed to do the anticipation of future
events, to generate imaginary events (i.e. internal events). We propose in our
study to relate it to some memory recalls or anticipations of future reaction
of the musician so that the robot can react rapidly to new events.

– Behaviour : in GRACE, this module is for the selection of an action to re-
spond to an event. This selection takes into account information of both
the external situation and the robot’s internal state. In our case study, this
would be the selection/regulation of robot’s movements (accelerate or decel-
erate the movement of the hands, turn the body around, make some noise,
etc.) according to the musician’s emotion expressed in his music.

– Body : this module executes the robot’s motor expression in response to input
events. Generally, this includes reflex reactions from Physiological Interpre-
tation and reactions selected by Behaviour module. In our study, this part
will execute the robot’s music-related reactions to show that the robot under-
stands the emotional expression in the playing music and shows its response
in relation with the current situation and its own personality.

To take into account these issues, we propose MACE-GRACE, an adaptation
of GRACE for HRI using music, described in Figure 2. The analysis process of
robot’s intelligence when it captures musical events will be as follows:

The physiological interpretation is in charge of verifying the physical impact
of events to robot to ensure the robot’s safety based on its position, its bat-
tery level, etc. The simulation of human-like physiological stimuli (such as body
temperature, heart beat, respiration, or even reflex reactions) of the robot is
not taken into account in this study. The robot’s cognitive interpretation will
measure its partner’s emotions based on the music that he plays. This measured
value will be sent to the action selection to determine an appropriate response
to the current emotional state (measured by the cognitive interpretation). This
phase of selection is also influenced by the robot’s current goal/need (calm down
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Fig. 2. Adaptation of GRACE in the context of HRI using music

the musician or excite the current ambiance, amplify the current state of the
musician) and with regard to the musician’s attitude. The execution of the se-
lected action will be stored in the robot’s database along with the behaviour of
the musician at that moment. This memory allows the robot to make predictions
of the future behaviour/music of its partner so that it could have an adaptive
behaviour in the whole conversation.

With this adaptation, we tend to integrate in our robot an artificial emotional
intelligence to interact with a musician. This emotional intelligence can help the
robot not only perceive the emotional state of its partner but also react to diverse
situations in an adaptive manner in term of emotion-based strategy.

4 Conclusion
Throughout the paper we have presented major characteristics of robotic appli-
cations and then mentioned the role of emotional rewards during human-robot
interaction. We also proposed an evolution of our model of emotions previously
proposed for computerized applications. This evolution is in the aim of studying
the emotional rewards in human-robot interaction using music. We consider the
study as an attempt to implement emotional intelligence into a concrete comput-
erized application, more specifically, an assistive/entertaining robot. This could
have interesting applications in such fields as music-based therapy, emotion-
based movements, preferences of robot abilities, etc.

The realization of this adaptation is a long way to go. It consists in imple-
menting the model, doing the experimentation with the robot and then analyzing
the results. Furthermore, the implementation of the model could also concern
works in database construction (including choices in music style, user prefer-
ences, music descriptors, definition of musical event, etc.), system specification,
programming tasks, etc. Yet, we demonstrated in this study that GRACE, our
generic model of emotions, was versatile enough to be easily adapted to the
specific needs of emotional interaction using music.
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