Detecting time periods of differential gene expression using Gaussian processes: An application to endothelial cells exposed to radiotherapy dose fraction
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ABSTRACT
Motivation: Identifying the set of genes differentially expressed along time is an important task in two-sample time course experiments. Furthermore, estimating at which time periods the differential expression is present can provide additional insight into the temporal gene functions. The current differential detection methods are designed to detect difference along observation time intervals or on single measurement points, warranting dense measurements along time to characterise the full temporal differential expression patterns.

Results: We propose a novel Bayesian likelihood ratio test to estimate the differential expression time periods. Applying the ratio test to systems of genes provides the temporal response timings and durations of gene expression to a biological condition. We introduce a novel non-stationary Gaussian process as the underlying expression model, with major improvements on model fitness on perturbation and stress experiments. The method is robust to uneven or sparse measurements along time. We assess the performance of the method on realistically simulated dataset and compare against state-of-the-art methods. We additionally apply the method to the analysis of primary human endothelial cells under an ionizing radiation stress to study the transcriptional perturbations over 283 measured genes in an attempt to better understand the role of endothelium in both normal and cancer tissues during radiotherapy. As a result, using the cascade of differential expression periods, domain literature and gene enrichment analysis, we gain insights into the dynamic response of endothelial cells to irradiation.

Availability: R package ‘nsgp’ available at CRAN repository
Contact: markus.heinonen@ibisc.fr
Supplementary information: Supplementary data are available at Bioinformatics online

1 INTRODUCTION
With the advent of high-throughput measurement technologies, large-scale systems biology experiments are now routinely performed. The first step towards understanding the system level responses is determining the genes that are differentially expressed across samples obtained from two (Kerr et al., 2000; Dudoit et al., 2002) or multiple biological conditions (Kendziorski et al., 2003), which is usually performed over static microarray measurements.

However, time-series measurements of the transcriptomic state of the cells are necessary to reveal additional information of the inherently dynamic regulation and function of the cells. Several differential expression methods have been designed for time series data, with majority of them testing whether the two sample time-series are differential throughout the whole time course (Bar-Josephs et al., 2003; Storey et al., 2005; Conesa et al., 2006; Tai et al., 2006; Kalaitzis and Lawrence, 2011). In this paper we focus on the currently overlooked task of determining when genes are differentially expressed from time series experiments under two-sample setting (e.g. control and case).

Both Bayesian and frequentist statistical tests have been proposed for time series data (Storey et al., 2005; Tai et al., 2006; Stegle et al., 2010). In the Bayesian approach, a Bayes factor between a null hypothesis – assuming no differential expression – and a differential hypothesis is often approximated by computing the likelihood ratios of the observed data against the competing hypotheses (Angelini et al., 2007). In the differential hypothesis separate time-series models are learned for both biological conditions, while in the null hypothesis a single model explains both samples. A difference is declared if the two time-series can be explained more confidently using separate differential models compared to a single null model. These approaches have been applied to testing whole time series to determine if a gene is differentially expressed or not.

Stegle et al. (2010) introduced the first test for estimating differential expression separately for individual observation times to produce time intervals of differential expression. A time period between two neighboring and differential measured time-points is assumed to be differential as well. This allows characterising the starting and ending times of the differential expression, providing for a temporal characterisation of the underlying biological processes. The time periods are restricted to start and end at an observed time point. However, in the case of sparse or uneven
observation times, it is highly desirable to be able to estimate differential expression accurately between measured timepoints, producing a continuous estimate of the differential expression time periods. In this paper, we extend the approach of Stegle et al. (2010) by introducing a method for unconstrained detection of differentially expressed time periods, which do not need to contain measured timepoints. We propose two likelihood ratio tests that measure the expected data likelihood instead of the observed data likelihood. These can be evaluated naturally over probabilistic underlying expression models.

We consider the Gaussian process regression (GPR) models, which have been commonly applied to model time course gene expression (Schliep et al., 2005; Lawrence et al., 2007), and are an apt model for likelihood ratio estimation (Stegle et al., 2010). GPR models are a flexible class of non-parametric Bayesian models, which quantify the uncertainty of the underlying process estimates using Gaussian distributions (Rasmussen and Williams, 2006). GPR models of temporal gene expression have been extended with outlier detection (Cooke et al., 2011), hierarchical replicate models and clustering (Hensman et al., 2013), bootstrapping (Kirk and Stumpf, 2009) and with ordinary differential equation (ODE) model integrations (Aijô and Lähdesmäki, 2009; Gao et al., 2008). GPR models naturally support replicate measurements (Stegle et al., 2010), missing values and sparse observation times.

An important particularity of many gene expression measurement is that they are generally obtained from a perturbation of the basal system under study. As other nonparametric models, GPRs based on time-invariant parameters are not appropriate to model the basal system under study. As other nonparametric models, GPRs is that they are generally obtained from a perturbation of the underlying expression models.

2 METHODS

We present a two-phase method for detection of differential time periods of two-sample time-series observations. We fit Gaussian process models on the biological conditions of each gene, and then proceed to compare the likelihood ratios of these GP-models along time domain. The method is demonstrated on gene expression time-series dataset with replicates and uneven observation times, but is readily applicable to any kind of quantitative biological time-series data, e.g. RNA or protein concentrations at even or uneven observation times, assuming Gaussian noise.

2.1 Overview of Gaussian process model

First, we construct smooth probabilistic models of the measured gene expression trajectories over time from point measurements using Gaussian processes. We model each gene expression time-series using an independent model. Let \( y = (y_1, \ldots, y_N) \in \mathbb{R}^N \) be the vector of \( N \) noisy gene expression measurements \( y_i \in \mathbb{R} \) at input time points \( T_{obs} = (t_1, \ldots, t_N) \in \mathbb{R}^N \) of a single gene. We assume \( R \) replicate measurements and denote the \( r \)th replicate measurement as \( y^r \). We assume that a true model \( f(t) \) explains the observations through

\[
y_i = f(t_i) + \varepsilon_i
\]

under some Gaussian isotropic and time-dependent noise model \( \varepsilon_t \sim \mathcal{N}(0, \omega^2_t) \). We collect the time-dependent noise variances \( \omega^2_1, \ldots, \omega^2_N \) into a diagonal covariance matrix \( \Omega \).

Gaussian process regression (GPR) is a Bayesian nonparametric and nonlinear method for regression. A Gaussian process is a generalization of distributions to functions, where any subset of function evaluations is jointly Gaussian (Rasmussen and Williams, 2006). A Gaussian process \( f \sim \mathcal{GP}(\mu, \Sigma) \) represents a distribution over function samples \( f_r = (f(t_1), \ldots, f(t_N)) \) at time points \( T = (t_1, \ldots, t_N) \in \mathbb{R}^N \) through the mean vector \( \mu \) and the covariance matrix \( \Sigma \). According to the GPR modelling, we determine the function class by placing a Gaussian prior

\[
f \sim \mathcal{N}(0, K_{TT})
\]

over the true model \( f(t) \), where \( K_{TT} \) is a covariance, or more generally, a positive semi-definite kernel matrix between time points \( T_{obs} \times T_{obs} \). We are interested in learning the Gaussian process given the data \( y \) and the function prior, which results in a posterior distribution \( f \mid y \sim \mathcal{N}(\mu, \Sigma) \) defined by

\[
\mu = K_{TS} (K_{TT} + \Omega)^{-1} y
\]

\[
\Sigma = K_{TT} - K_{TS} (K_{TT} + \Omega)^{-1} K_{TS},
\]

where \( K_{TT} = K_{TT}^T \) is the kernel \( K \) over \( T_s \times T_{obs} \).

The posterior of the true model can be visualised by the mean model \( \mu \), along with 95% confidence intervals \( \pm 1.96 \sqrt{\mathrm{diag}(\Sigma)} \). However, if we are interested in sampling from the estimated model with observational noise \( \Omega \), we use the distribution \( y \mid f \sim \mathcal{N}(\mu, \Sigma + \Omega) \) as the complete noisy kinetic model of the gene expression (Kirk and Stumpf, 2009) (Fig. 1).

2.2 Non-stationary Gaussian kernel

The kernel choice \( K(t, t') \) plays an important role in determining the function space learned by the Gaussian process. The Gaussian
kernel \( K(t, t') = \exp(-||t - t'||^2/2\ell^2) \) is often used as a 'default' kernel due to its universality. It naturally gives high covariance for close time points, resulting in smooth regression models. However, the Gaussian kernel is a function of \( t - t' \), and hence stationary. In perturbation experiments the cell’s response is time-variant: the perturbation often subjects the cell’s state to rapid changes, while the cells are reaching a more stable state. Perturbation experiments warrant non-stationary covariance models. Non-stationary kernels for GPR were introduced by Gibbons (1997), while Paciorek and Schervish (2004) give a generalised construction for non-stationary versions of kernels, where input values are associated with individual variances \( \sigma_i^2 \), with the drawback of high computational costs and non-analytical derivatives of model learning.

We introduce a non-stationary Gaussian kernel. Adding non-stationarity allows varying smoothness along time, while retaining the favourable properties of the Gaussian kernel. A standard Gaussian kernel \( K(t, t') = \langle \phi(t), \phi(t') \rangle \) admits an feature expansion, which implies a feature map over tuples \( \phi(t, \ell) \):

\[
\phi_{\ell}(t) = \exp \left( -\frac{t^2}{\ell^2} \right) \left( \frac{(2/\ell^2)^k t^k}{k!} \right)_{k=0}^{\infty} \equiv \phi(t, \ell).
\]

An inner product between the feature maps \( \phi(t, \ell(t)) \) and \( \phi(t', \ell(t')) \) results in a non-stationary Gaussian kernel

\[
K_{\ell}(t, t') = \sigma_{\ell}^2 \exp \left( -\frac{(t - \ell) - (t' - \ell')}{\ell} \right)^2. \tag{1}
\]

where the \( \sigma_{\ell}^2 \) is the kernel variance and we further restrict the kernel by defining a length scale function following a logarithmic function

\[
\ell(t) = \ell_1 = \ell - (\ell - \ell_{\text{min}})e^{-ct},
\]

controlled by three hyperparameters: maximum lengthscale \( \ell \), minimum lengthscale \( \ell_{\text{min}} \) (at time \( t = 0 \)), and the curvature \( c \) controls how fast the function \( \ell(t) \) approaches its maximum value.

We assume that the data is normalised such that perturbation occurs at time 0. The kernel of Eq. 1 remains analytically differentiable.

We note a simple alternative approach of achieving non-stationarity by applying a log transformation over the time domain. We compare the performance of the log-transformation to the non-stationary kernel in Section 3.2.

2.3 Model inference

The GPR framework provides a natural way to learn the hyperparameters \( \theta = (\sigma_f, \ell, \ell_{\text{min}}, c) \) of the kernel \( K_{\ell} \). In a Bayesian model inference we would marginalize over the hyperparameters and the models implied by them. Due to computational tractability, we instead learn hyperparameters against the marginal log likelihood (MLL)

\[
\log p(y|T, \theta) = \log \int p(y|T, \ell)p(\ell|\theta)d\ell \tag{2}
\]

which follows \( y \sim N(0, K_{TT} + \Omega) \) giving a log likelihood\n
\[
-\frac{1}{2}y^T(K_{TT} + \Omega)^{-1}y - \frac{1}{2}\log |K_{TT} + \Omega| - \frac{1}{2}y^T\Omega y + 2\pi \log 2\pi.
\]

We optimise the parameters \( \theta \) by gradient descent over Eq. 2 with L-BFGS. The noise model can be learned against the marginal log likelihood (Rasmussen and Williams, 2006), which however leads to intractable inference if a varying noise model is considered. To avoid intractability, we predefine the time-dependent noise model \( \Omega = \text{diag}(\omega_{1,1}^2, \ldots, \omega_{T,1}^2) \) for each gene separately by interpolating the empirical replicate variances \( \text{Var}(y_{\text{r}}^g) \) using standard spline interpolant.

2.4 Framework for detection of differential time periods

Next, we are concerned with determining at which time periods two gene profiles \( y^A \) and \( y^B \) are exhibiting significant differential expression under different biological conditions (e.g. case and control). The standard statistical test is to compare the two independent probabilistic models \( H^A \) and \( H^B \) fitted to time series \( y^A \) and \( y^B \) independently, against a joint probabilistic model \( H \) fitted to pooled data \( y^C = (y^A; y^B) \) (Storey et al., 2005; Stegle et al., 2010). These two cases correspond to a differential expression hypotheses (I) and to a null hypothesis (S), respectively.

In a Bayesian approach the Bayes factor score between the hypotheses is thresholded (Stegle et al., 2010; Yuan, 2006; Angelini et al., 2007). It can be approximated by evaluating the MLL ratio

\[
S_{\text{MLL}}(T_{\text{obs}}, y^A, y^B) = \log \frac{p(y^A|T_{\text{obs}}, \hat{\theta}^A)p(y^B|T_{\text{obs}}, \hat{\theta}^B)}{p(y^C|T_{\text{obs}}, \theta)} \tag{3}
\]

where the three models are learned independently for the datasets \( y^A, y^B \) and \( y^C \), respectively, resulting in optimal hyper parameters \( \theta^A, \theta^B \) and \( \theta \). The evaluation of the MLL ratio of Eq. 3 is done against the observed data \( y \) or its subsets over the corresponding time points. In particular, the MLL ratio can provide a single likelihood ratio for differential expression of the whole time course or ratios for each observed individual time point (Fig. 2a).

Given sparse observations we would like to be able to evaluate the likelihood at arbitrary time points \( t \). We propose two novel likelihood ratio tests that can be evaluated at any time points: (i) the expected MLL ratio and (ii) the noisy posterior concentration ratio. By evaluating them along time we construct a smooth ratio.
Fig. 2. The three differential expression tests for the gene A2M (alpha-2-macroglobulin) under irradiation (teal) and control (red) with grey intervals indicating difference according to a log likelihood threshold of 1.0.

curve indicating the precise time periods of differential expression according to a predefined threshold (Fig. 2).

2.4.1 Expected likelihood ratio test. A simple extension to the likelihood ratio is to evaluate the MLL against a sample \( \{ \tilde{y}_i \} \) drawn from the noisy posterior distribution \( y_* \) (Kirk and Stumpf, 2009). The sample values \( \tilde{y}_i \) are invariant of the measurement points and can be estimated to arbitrary temporal precision. The sample MLL converges into an expected marginal likelihood \( E_{\tilde{y}_i y_*}(\hat{y}|T_*, \hat{\theta}) \), which follows a Gaussian \( N(\mu_*, \Sigma_* + K_* + 2\Omega) \) (See Supplementary data, Fig. 2b).

We propose the ratio of expected marginal log likelihood (EMLL) analogously to Eq. 3. The EMLL approach can be interpreted as replacing the measured data with the expected data \( \mu_* \) generated from our estimated noisy posterior model \( y_* \). The model uncertainties include the covariance term \( K_* + \Omega \) from the prior, as well as, the noisy posterior covariance \( \Sigma_* + \Omega \).

2.4.2 Noisy posterior concentration test. An alternative for the likelihood ratio of Eq. 3 is to quantify the difference of concentrations of the noisy posterior distributions \( \hat{y}_i^A, \hat{y}_i^B \) under the independent (I) and shared (S) hypotheses. A concentration is proportional to the inverse of the variance and measures the certainty of the GPR model of the underlying gene expression. We expect that for differential genes, the two independent models attain smaller variances, than the joint model learned on shared data.

A natural measure of distribution concentration is the expected likelihood of its own distribution (Jeba et al., 2004)

\[
E_{\hat{y}_i y_*}(\hat{y}|T_*, \hat{\theta}) = \int N(\hat{y}|\mu_*, \Sigma_* + \Omega)^2 d\hat{y},
\]

which follows a Gaussian \( N(0, \Sigma_* + \Omega) \) and gives a log likelihood of \(-\frac{1}{2} \log (\Sigma_* + \Omega)\) and a constant term. The log odds between the expected likelihoods of independent and shared hypotheses results in noisy posterior concentration (NPC) score

\[
S_{NPC}(T_*, \hat{y}_i^A, \hat{y}_i^B) = \log \frac{E_{\hat{y}_i y_*}(\hat{y}|T_*, \hat{\theta}^A)E_{\hat{y}_i y_*}(\hat{y}|T_*, \hat{\theta}^B)}{E_{\hat{y}_i y_*}(\hat{y}|T_*, \hat{\theta}^S)}
\]

(5)

As a measure of concentration, the noisy posterior concentration is invariant to the distribution means. The test takes into account both our confidences in the posterior variances \( \sigma_t^2 \) of the function \( f(t) \) and its estimated noise variances \( \omega^2 \) (Fig. 2b). To only compare the non-noisy posteriors, we drop the noise terms from the ratio test of Eq. 5. In biological experiments the measurement noise is a compound variance between biological variance and observation error (Kirk and Stumpf, 2009), and thus an inherent part of the model. We argue that the noisy test is necessary to capture the underlying process accurately.

3 RESULTS

We evaluate the performance of the non-stationary Gaussian models and likelihood ratios against a realistically generated simulated dataset and conduct exploratory experiments on human umbilical vein endothelial cells under irradiation. We model the gene expression using the GPR models and estimate the time periods of differential gene expression under irradiation.

3.1 Materials and methods

We measured transcriptional profiles of 283 genes with real time qPCR under control and under a single irradiation dose of 2 Gy (case) at 0 hours with measurements \( T_{obs} \) at 12h, 1d, 2d, 3d, 4d, 7d, 14d and 21d. Three biological replicate cell populations were separated from a single population just prior to experiments. GPR models are learned for each gene under both condition over prediction time points \( T_* \), that cover smoothly days 0 to 24. Learning a single GPR model takes approximately 1 minute on a single core of a 2013 MacBook Pro with our R implementation.

Human umbilical vascular endothelial cells from Lonza (Verviers) were cultured in EGM-2-MV medium at 37°C with 5% CO2. Confluent cells were irradiated at 2 Gy at passage 3 with a 137 Cesium source (IBL 637, CsBio; dose rate 1 Gy/min). For long term experiments (7-21 days post-irradiation), culture medium was changed every week.

Total RNA was prepared with the total RNA isolation kit (Rneasy Mini Kit, Qiagen). Total RNA integrity was analyzed using Agilent 2100
and after quantification on a NanoDrop ND-1000 apparatus (NanoDrop Technologies). Reverse transcription was performed using the High Capacity Reverse Transcription Kit (Applied Biosystems) according to the manufacturers instructions. Gene expression assays were performed using a panel of premade TaqMan Low Density Array (TLDA) gene Signature array (angiogenesis, inflammation, apoptosis, immune response and protein kinase) (Applied Biosystems). 400 ng of cDNA per sample was loaded onto the port of each gene signature array card and PCR was performed with the ABI PRISM 7900 Sequence detection system (Applied Biosystems). Analyses were performed using BQ Manager and Data Assist software and relative mRNA quantification was performed by using the comparative ∆∆CT. Normalization was performed using a global normalization method (estadh et al., 2009), i.e. the software first finds the common assays among all samples and the median CT of those assays is used as the normalizer, on a per sample basis (estadh et al., 2009). Experiments were performed in triplicates for each time points of the kinetic.

### 3.2 Model and ratio evaluations

We performed simulation studies with 600 simulated gene expressions under two biological conditions. We reused the learned qPCR control time-course Gaussian processes by sampling new time-courses from them as realistic control time-series. Then, the case perturbation is modelled as a sample from another Gaussian process which is only non-zero between a randomly chosen differential time period. A sample from the perturbation model was added to the control GP mean to obtain a case GP, from which the case time-series are replicated (See Supplementary data and Supplementary Figs. S2 and S3). We performed differential time period detection with the EMLL-ratio using the novel non-stationary kernel, as well as a with a stationary kernel with a log-transform over the time domain to simulate the perturbation dynamics. Finally, we compared these two approaches to the method of Stegle et al. (2010) (GPTwoSample), which predicts the differential expression for observed time points only.

The method of Stegle et al. (2010) is the state-of-the-art Bayesian method for estimating differential expression for observed timepoints. It uses the likelihood ratio test of Eq. (3), instead of the the expected likelihood ratios of Eqs. (4) and (5). They utilise a binary latent variable modelling the difference along observed time points with stationary Gaussian processes as the base model, which they learn using MCMC inference. Our method thresholds the likelihood ratios directly, and learns the non-stationary models by gradient descent.

Figure 3 indicates the AUROC curves (See Supplementary Fig. S4 for ROC curves) of the three methods on both continuous time period detection (121 dense points) and when estimating over observed points (13 points). We extrapolated the results of the GPTwoSample method by declaring a time period between two observations as differential if the observations themselves were estimated to be differential. The EMLL achieves an AUC score of 0.89 against 0.77 of GPTwoSample on smooth prediction, and 0.89 against 0.83 when predicting observed points only. We note that the method of Stegle et al. (2010) was not designed for the former task.

We evaluated the performance of the GPR model with non-stationary Gaussian kernels against a standard Gaussian on the HUVEC dataset. A Supplementary Table S1 shows that utilising a non-stationary Gaussian kernel improves the model MLL (Eq. 2) fits by – on average – 7.3 on irradiated cells and 2.3 on control cells, on logarithmic scale. Furthermore, Supplementary Figure S1 indicates that non-stationary Gaussian kernel based model never decreases the model fit.

Additionally, we evaluate the EMLL ratio (Eq. 4) and the concentration ratio (Eq. 5), against the MLL ratio test (Eq. 3) over the dataset. All of the tests employ a comparable likelihood ratio, whose threshold acts as a precision-recall tradeoff, with a higher threshold giving more confident estimates.

Figure 4 shows a global view of irradiation by counting genes with a log ratio above a threshold 1.0 along time under the tests. The MLL ratio is the greediest and declares between 47 and 154 genes at any of the observed time point to have differential expression, a result which likely contains numerous false positives. The posterior concentration ratio fails due to not taking the noise model into account, while the noisy ratio fares noticeably better. Gene counts drop quickly around the measurement time points, implying weak generalisability. However, learning the GPR model using an expected MLL optimisation criteria (See Supplementary data) produces more informative models between observations, and shows little bias towards observed points (dashed green line). We did not record similar improvements on the other
3.3 Differentially expressed genes in endothelial cells
To get a broad picture of the behavior of differentially expressed genes in response to irradiation, we displayed their fold change ratios throughout the 3 weeks of study post-irradiation. Figure 5 highlights the temporal cascade of the 80 gene probes corresponding to 77 genes with significant gene expression difference with threshold 1.5 (See Supplementary Fig. S7 for threshold 1.0 with 174 genes). The maximum of differentially expressed genes occurs between 8 and 12 days post-irradiation. Interestingly, this response is transitory since at 3 weeks post-irradiation, almost no gene displays differential expression anymore. On the other hand, the immediate response to irradiation is fast as there is 10 genes with differential expression starting during the first day, and four of them are only active for less than 12 hours, immediately after irradiation. These are TEK (TIE2) and PDE4D, both involved in signal transduction through MAP kinase signaling, and BCL2 and FAS, both involved in apoptosis. The TEK receptor tyrosine kinase is expressed almost exclusively in endothelial cells. This angiopoietin 1 and 2 receptor has been involved in increasing survival in presence of angiopoietin-1 after irradiation of endothelial cells (Kwak et al., 2000). PDE4D degrades cAMP, which acts as a signal transduction molecule in multiple cell types, including vascular cells stimulated by the proinflammatory cytokine TNF (Mi et al., 2000). Interestingly, PDE4D has never been described to play a role in the response to irradiation.

Apoptosis has been extensively studied under irradiation. In particular, endothelial apoptosis could be the primary lesion initiating intestinal radiation damage (Paris et al., 2001). Supporting this result, 30 other genes related to regulation of apoptosis were also differential during the 3 weeks. However, the main regulators of apoptosis (ANGPTL4, BAX, BBC3, BCL2, BIRC5, CD44, FAS, LRDD, TNFRSF10B) return to the level of the control cells within 6 days, suggesting that apoptosis occurs primarily within few days after exposure and then returns to normal in most cells. This is remarkably illustrated by the expression profile of BIRC5 (survivin), the inhibitor of apoptosis protein (Tamm et al., 1998), which is first repressed around day 2 and then highly overexpressed from day 5.5 until around 2 weeks after irradiation before returning to control cell levels. Interestingly, many genes involved in positive or negative regulation of apoptosis remain differentially expressed throughout the experiment, suggesting that irradiated cells may still express apoptotic signals, but to a lesser extent than in early times.

3.4 Gene Ontology analysis
To further analyse the set of differential genes, we performed GO enrichment analysis corrected for non-genome-wide analysis of the 77 differential genes with the tool DAVID (Huang et al., 2009), using the observed gene set as a background set (See Supplementary Table S2). We found out GO enrichments related to kidney development, cell adhesion and migration, morphogenesis, and steroid stimulus. These results suggest that endothelial cells subjected to irradiation could initiate a transcriptional program related to the renewal of vasculature (development, morphogenesis and response to a stimulus), and are in accordance with previous studies showing they acquire a pro-inflammatory phenotype associated with an increase of cell adhesion and leukocyte migration (Panes et al., 1995; Vereycken-Holler et al., 2002).

3.5 Functional pathway analysis
We studied the pathways of the differential genes also using PANTHER (Mi et al., 2013), which is a classification system combining gene functions, ontologies and pathways (Fig. 6 and Supplementary fig. S6). This allowed us to highlight pathways of genes related to p53, FAS, integrin, interleukin signaling and others. For example, it has been established that alteration of the plasma membrane can generate apoptosis through the FAS signaling pathway (Corre et al., 2010). Also, it is well known that ionizing radiation induces DNA damage that triggers the stabilization of p53 and the phosphorylation at different amino acid sites, leading...
to the transcription of many genes controlled by this factor (Fei and El-Deiry, 2003). We found most differential genes related to p53 pathway were found between 0.5 and 6 days post-irradiation, whereas no or at most 1 gene was differentially expressed between 7 and 21 days post-irradiation (See Supplementary Fig. S6). In the same way, p53 pathway takes a greater proportion of all differential genes in early times (0–2 and 2–4 time intervals) than in late times, as emphasized by Figure 6 (pie charts). We verified the p53 expression patterns with additional bead-based experiments (Supplementary Fig. S5). These protein expression patterns are in accordance with results of the pathway analyses since irradiation of primary endothelial cells induces early, but not late, changes in total and phosphorylated p53.

The Figure 6 shows the amount of genes related to the 25 main pathways (with at least 2 differential genes in one of the intervals) of a total 63 pathways identified with PANTHER for the 174 differential genes (threshold 1.0). Although apoptosis pathway genes were over-represented in our experimental design (background bars), it is noticeable that apoptosis related genes take an even greater part considering all differential genes within the early time intervals 0-2 and 2-4 days (pie charts). Similarly, inflammation, angiogenesis, integrin, p53, and FAS pathways are all over-represented comparatively to the measured genes composition.

### 3.6 Biological perspectives

Finally, we are able to build a dynamic picture of gene expression changes after irradiation. In the early times, apoptosis, interleukin and p53 signaling pathways are over-represented. Then, they decrease progressively post-irradiation. In contrast, integrin and inflammation pathways become increasingly more differentiated over time. This may reflect that cells exposed to a relatively small dose of ionizing radiation express genes related to death by apoptosis first, and then for those who survived, modify the expression of genes related to long-lasting activation of pathways. Interestingly, inflammation mediated by chemokine and cytokine signaling pathways are early and continuously activated after irradiation at this dose, suggesting that endothelial cells may present an inflamed phenotype all along a radiotherapy course, with possible consequences on the vasculature of both normal tissues and tumors.

These results are highly consistent with domain literature. Moreover, the temporal cascade allows us to propose for the first time a temporal view on the response to irradiation primary endothelial cells exposed at a radiotherapy dose fraction of 2 Gy. We were able to determine the apoptotic signal triggers timings and shed light on the continuous activation of inflammation pathways, suggesting that endothelial cells may present an inflamed phenotype all along a radiotherapy course, with possible consequences on
the vasculature of irradiated tissues, in accordance with clinical observation in patients treated by radiotherapy for head and neck cancers where a sustained inflammation due to NF-κB activation occurred in human arteries and veins (Halle et al., 2010). These results have implications for a better understanding of the molecular networks involved in the dynamic response of endothelial cells to irradiation. High dose fractionated radiotherapy is commonly used for the treatment of solid tumors but the optimization of the response of cancer and normal tissues to radiation remains an important challenge (Moding et al., 2013).

4 CONCLUSION

In this paper we have proposed a novel Bayesian likelihood ratio test for detecting time-periods of differential gene expression in time course data. We record major improvements on the perturbation model learning by utilizing non-stationary GPR models as the underlying model class. For systems of genes, the method estimates a temporal cascade of differentially expressed genes providing a large-scale view on the genetic progression of the irradiation response. The next step entails combining the GPR modeling with the inference of molecular networks. Recent works have explored how to exploit GPR to facilitate parameter estimation in ordinary differential equations (Calderhead et al., 2009; Dondelinger et al., 2013), which is undoubtedly a promising research direction.
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